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STRUCTURAL-EPISTEMIC 

INTERDISCIPLINARITY AND THE NATURE 

OF INTERDISCIPLINARY CHALLENGES 

Cătălin BĂRBOIANU 

 

ABSTRACT: Research on interdisciplinarity has been concentrated on the methodological 

and educational aspects of this complex phenomenon and less on its theoretical nature. 

Within a theoretical framework specific to the philosophy of science, I propose a structural 

scheme of how interdisciplinary processes go, focusing on the concepts of availability of 

the methods, concept linking, and theoretical modeling. In this model, the challenges 

interdisciplinarity is claimed to pose to its practitioners are of the same nature as the 

challenges scientists encounter within the evolution of their own disciplines. 

KEYWORDS: interdisciplinarity, transdisciplinarity, disciplinarity, structure of 

knowledge, theoretical modelling 

 

Introduction  

In the last few decades, the concept of interdisciplinarity has become central for the 

metascientific analyses of both scientific practice and higher education in the 

sciences. Researchers have focused on these two aspects – methodological and 

educational – as determinant and in many views exhaustive for the nature of 

interdisciplinarity. Motivations and goals of interdisciplinary practice have also been 

associated with these two aspects and as such have been reduced to solving complex 

problems and enhancing education.   

How have we referred to interdisciplinarity since it was acknowledged? We 

have observed and participated in the phenomenon of interdisciplinarity in 

scientific practice, and we have emphasized the good track record of its results. Such 

recognition has encouraged us to search for and practice interdisciplinarity 

whenever possible, despite the various theoretical and methodological problems it 

certainly poses. The phenomenon gained such importance that within scientometry, 

various formulas have been proposed for indicators measuring the interdisciplinary 

approach and content of journals.1 Labeling with the attribute of ‘interdisciplinary’ 

                                                        
1 See for instance (Leydesdorff & Rafols 2011) for a comparative analysis of the indicators used to 

measure interdisciplinarity of the journals. 
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has become almost a “fashion trend:” researchers are claiming their proposed 

projects as interdisciplinary, organizations are advertising that they hire 

interdisciplinary teams, and candidates are presenting themselves in their résumés 

as interdisciplinary-oriented. Of course, there is nothing wrong in that, since 

interdisciplinarity is a real phenomenon, and searching for interdisciplinarity is 

entirely justified epistemologically. But is interdisciplinarity really a virtue “higher” 

than the virtues of the scientific practice performed within one discipline, or of a 

special nature? The virtue of interdisciplinarity that made us “advertise” it with such 

persistence and shape it as the new orthodoxy of current scientific practice is 

actually established by the complex challenges it poses to its practitioners. If 

scientists overcame these special challenges regarding special problems (and as such, 

contributed to the good track record of the practice), we were justified in claiming 

this special status of interdisciplinarity. However, inquiring deeper into the nature 

of interdisciplinarity, we may find that the answer to the question of “higher virtue” 

is not straightforward.  

Literature on interdisciplinarity has presented it as an ongoing, growing 

phenomenon focusing more on the problems, barriers, and challenges it poses from 

methodological, educational, and research-community-related perspectives, and less 

on its theoretical nature. The research has not yet reached a crystallized theory of 

interdisciplinarity by which to account theoretically for those problems, to provide 

criteria of adequacy and norms of optimization for the practice of interdisciplinarity, 

and to make predictions for the developments of the disciplines themselves, as well 

as to provide norms for the interdisciplinary education. At most, research is in the 

stage of constituting a conceptual framework for such theory, still concentrating on 

typologies, and revealing so many apparently independent aspects of 

interdisciplinarity as phenomenon, that prospects of establishing such a framework 

are dim. If this is the case, we put the cart before the horse when focusing on 

practical problems and developing programs of management rather than clarifying 

the nature of interdisciplinarity? Overall, what discipline or disciplines would be 

entitled to deal with such a theory – philosophy of science, cognitive sciences, 

educational sciences, or another? Note that all these disciplines are already 

interdisciplinary, and if we propose that one or all of them contribute, we have an 

interdisciplinary methodology for investigating interdisciplinarity, which poses an 

issue of epistemic circularity.  

A definition of interdisciplinarity which reflects all its essential aspects has 

not yet been provided. In the attempts toward a definition, key constituent concepts 

of interdisciplinarity have been assigned names reflecting in ordinary language 

concepts of an overly broad generality. These attempts offer good dictionary 
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definitions, but that generality prevents the use of such a definition within a 

theoretical framework. Brewer’s (1999, 328) definition is a relevant example in this 

respect: 

Interdisciplinarity generally refers to the appropriate combination of knowledge 

from many different specialties – especially as a means to shed new light on an 

actual problem.2  

The aspect of complexity, methodological effort and inquiry, motivation of 

the unsolved problems, and novelty of the results are reflected (through the 

italicized words above) in this dictionary definition, and other definitions within 

literature are usually more or less descriptive versions of this one.  

What is clear – and all researchers agree – is that interdisciplinarity is an 

epistemic phenomenon. Since epistemology provides a kind of generality and 

primary foundation transcending typologies and boundaries specific to the concept 

of a particular discipline, this is where we should start in pursuing a theory of 

interdisciplinarity: the epistemic nature of interdisciplinarity. 

In this paper, I argue that a third (neglected) aspect of interdisciplinarity is 

essential for clarifying its nature and for accounting further for the problems and 

challenges interdisciplinary does pose. This aspect is the epistemic outcome of the 

ongoing process of practicing interdisciplinarity, a theoretical entity of a structural 

nature developed through interdisciplinarity, which is grounded on the content of 

the disciplines as bodies of knowledge. This concept stems from the epistemic 

motivations of interdisciplinarity, among which the theoretical advancement of a 

discipline should also be included. 

By analyzing these motivations in relation with the nature of the structures 

developed through interdisciplinarity, we can argue that the challenges 

interdisciplinarity is claimed to pose are of the same nature as the more or less special 

challenges scientists encounter within the evolution of their own disciplines. Hence, 

presenting interdisciplinarity as a special virtue of scientific practice is somehow 

exacerbated to the extent that that virtue is “as special as” the virtue of dealing 

successfully with the complexity of the disciplines themselves. My arguments run 

within a theoretical framework specific to the philosophy of science as well as the 

classical structural view on scientific theories. 

The main aim of this paper is to clarify the nature of interdisciplinarity, by 

revealing its theoretical side in close relation to its motivations and dynamics. For 

this clarification to be possible, a primary conceptual clarification is needed and will 

be pursued.  

                                                        
2 My emphasis on the words. 
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In the first section, I will try to clarify the criteria of specificity that we should 

follow in characterizing disciplines, because interdisciplinarity and its investigation 

have been seen as tightly dependent upon disciplinarity. Then I will argue for both 

weakening some distinctions and sharpening others for the purpose of this paper. In 

the second section, I will argue that interdisciplinarity does not mean or imply non-

disciplinarity. I propose a structural scheme of how interdisciplinary processes go, 

focusing on the concepts of availability of the methods, concept linking, and 

theoretical modeling, and I conclude that the concepts of the disciplines in process 

of interdisciplinary interaction stand in certain kinds of relations, of a logical-

epistemic-cognitive nature. These relations on one hand render interdisciplinarity 

amenable to a theoretical account, and on the other hand, the properties of these 

relations account for the dynamics of the phenomenon of interdisciplinarity. In the 

last section I draw conclusions. 

1. Discipline – Defining, Delimiting, or Just Distinguishing? 

In the study of interdisciplinarity, the focus has been on the essential concept of 

‘discipline’. With the attempts to provide a complete definition for ‘discipline’ and 

the adequate placement of the concept into the framework of investigations, various 

main aspects of the concept were stressed: social, historical, semantic, epistemic, and 

scientific. Within these main aspects, the typology is enlarged by every facet of such 

aspects: educational, expertise, authoritative (within the social aspect), distinction, 

reference (within the semantic), epistemic content, the truths, the normative, 

organization, regimentation and institutionalizing of knowledge (within the 

epistemic), resistance and evolution (within the historical), epistemic virtues and 

methodology (within the scientific aspect). The mutual dependence of these 

unfolded aspects makes difficult any attempt toward a descriptive definition by 

which to ensure a non-contextual stable use of the term, consistency with the 

disciplinary social practice, and eventually embedding in a conceptual framework 

within which to investigate interdisciplinarity theoretically.  

1.1. Defining 

The difficulty of stating an adequate definition comes first with the attempt to 

separate its use in ordinary discourse (including educational contexts) from that in a 

theoretical-scientific context. Regarding the former type of discourse, we have 

gotten used to the term ‘discipline’ to distinguish between and delimit what we were 

taught in primary through secondary schools and have associated the discipline with 

its teacher. Now, searching for a “meta-disciplinary” definition seems to be 

influenced by this habit, not to mention the Latin etymology of the word, based on 
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the root discere (to learn): disciplinis (disciplines) and the derived disciplulus 
(disciples); per this origin of the term, a discipline is a matter of knowledge or skills 

that can be taught by a teacher to his or her disciples (Alvagonzáles 2011). The latter 

type of discourse poses a particular kind of problem: Observe that sciences (or 

disciplines) dealing with (or at least referring to) the concept of discipline span a 

broad range, from philosophy of science and epistemology to social sciences 

(educational, policy, psychology, management, and so on), and thus it is difficult for 

a definition to fit all the conceptual and theoretical frameworks of these sciences or 

disciplines. For instance, the theoretical-philosophy disciplines are more concerned 

with the discipline’s body of knowledge as a theoretical unit than with its social 

dimension, while social sciences are more inclined toward its aspects of education, 

interpersonal relationships, and social implications. The problem arises when trying 

to define interdisciplinarity through disciplinarity – since all the disciplines should 

be related to the concept of interdisciplinarity, the same definition should be 

employed in a metatheoretical/metascientific investigation of interdisciplinarity.  

Definitions or descriptions for the concept of discipline that have been 

provided represent various ways of combining and weighting the aspects listed at 

the beginning of this section. Some researchers emphasize the educational-social 

dimension while others focus on the epistemological-theoretical one. This is not the 

place to review them or make a classification of these definitions.3 I will just note 

that the previously mentioned double tendency reflects two distinguishable views 

on the concept of disciplinarity: one takes the discipline to be a body of knowledge 

with a certain epistemic autonomy and authority (the former delimits it and the 

latter makes it teachable), and thus the content of the discipline is taken to be more 

relevant for a definition than its relations to the society – call it the internalist view; 

the other sees the discipline as both its content and social relations (including 

academic, educational, and organizational-institutional) under the principle that 

content is in fact dependent on these social relations – call it the externalist view.4 

The externalist view seems to be dominant, and this is explicable through the 

prevalence of the social sciences among the disciplines dealing with 

interdisciplinarity. The externalist views range from admitting the content as 

characterizing disciplines to radical ones, giving exclusivity to the social dimension; 

for instance, Apostel (1972), for whom sciences and disciplines do not exist, but only 

persons or groups practicing them. The structuralist approach of the content and 

dynamics of science, originating in the conceptual and methodological framework 

                                                        
3 A well-organized review can be found in Chettiparamb 2007, 2-5. 
4 The terms for this typology and the typology itself are not original; they have been used in the 

literature, for instance in (Klein 2002).  
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initiated by J. D. Sneed and W. Stegmüller in the 1970s allowed the access of 

analytical philosophy into the scientific domains, as well as interdisciplinary 

communication between philosophers, scientists, and historians of science (Kuhn 

1977, 289-291). In the view of T. Kuhn (1970, 182-187), the disciplines, which are 

seen as related to the concept of paradigm, are characterized by four elements – 

symbolic generalizations, models, values, and exemplars. For Kuhn, these structural 

elements shape the scientific communities and define problems and solutions, and 

not vice versa. In what follows I will adopt an internalist view. 

1.2. Delimiting 

Now it is time to adopt a simplifying position regarding definitions. The main reason 

we struggled to find an adequate definition for ‘discipline’ is that in order to 

investigate interdisciplinarity, we have to engage the concept of ‘disciplinarity,’ 

tightly related to interdisciplinarity. Disciplinarity is a general practice or principle 

of practice, regardless of the particular discipline to which it may refer in a particular 

context. Despite the various dimensions ‘disciplinarity’ may have, it means and 

should be used in the current context as “staying/remaining within the boundaries” 

of a discipline in the course of a scientific endeavor, having as a goal either problem 

solving or theoretical advance. The related concepts ‘staying within’ and 

‘boundaries’ can make sense only as relating to the content, structure, and/or 

internal “affairs” of a discipline (including methodology and all its epistemic 

production and values)  organized or structured so as to allow “the bounding” in 

some sense. This conceptual dependence imposes an internalist view for the concept 

of discipline in the context of interdisciplinarity (while not rejecting the externalist 

one). It is the content of a discipline that makes us able to ‘stay within’ it as 

investigators and not its social extension, even though that content is humanly 

produced, managed, and bounded.   

The concept of boundary (of a discipline) may have a double sense: one related 

to the (bounded) content and the other semantic and related to the criteria of naming 

disciplines. Indeed, one can refer to boundary as the criterion of distinguishing 

between disciplines in order to have a consistent usage of their names in various 

discourses. 

However, these criteria should not be merely conventional; naming a 

discipline should be as rigorous as the constitution of the discipline is. For the former 

sense, the concept of boundary does pose a serious problem: A discipline is not a 

static construct, but rather, has a certain dynamic concerning both its content and 

social implication. That dynamic is time dependent and human dependent. As such, 

how should we understand ‘boundary,’ so that ‘staying within’ it will make sense 
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despite these dependencies? How is this problem related to interdisciplinarity? We 

shall return to this point later. 

1.3. Distinguishing 

In the attempts to define ‘discipline,’ the goal of distinguishing objectively between 

disciplines has been followed, and this goal again has put forward the internalist 

view. The distinction aspect has led to structural definitions regarding the internal 

content of a discipline. Almost all such definitions have taken its objects of 

investigation and its methodology to be the two main constituents of the content of 

a discipline. For the former, their nature and ontology is expressed differently across 

the definitions; for instance, Boisot (1972, 90) takes “observable and/or formalized 

objects,” but also “phenomena that are materialization of the interaction between 

these objects” to be the objects of study of a discipline. Heckhausen (1972, 83-84) 

distinguishes between the “material field” as “a set of objects” and the “subject 

matter” as “the point of view from which a discipline looks upon the material field.” 

Squires (1992, 202) adopts a simple semantic stance by naming ‘object’ “what they 

are about.” The latter element – methodology – expressed through “laws” (Boisot 

1972, 90), “operations” (Squires 1992, 202) or “methods”/“analytic tools” 

(Heckhausen 1972 and many others) is what actually constitutes the structure of the 

content, as operating upon, linking, and making connections between the objects of 

study and the various concepts, theories, and truths of a discipline. I may add 

‘procedures,’ ‘techniques,’ ‘principles,’ ‘rules,’ ‘norms’ and so on and note that 

methods have their own degree of rationality, generality, or epistemic authority. 

They may range from primary functions of human reason (like perception, 

association, or primary induction) to methods that are discipline-specific. Regarding 

this latter type, Bauer (1990, 106) transforms it into a second-order epistemic 

criterion of distinction adding to the content distinction through objects and 

methodology, by noting that  

Disciplines differ in epistemology, in what is viewed as knowledge, and in opinion 

over what sort of knowledge is possible. They differ over what is interesting and 

what is valuable.  

Methodology and its mode of validation and evaluation is also what 

distinguishes scientific from non-scientific disciplines. This distinction based on 

methodology has been stressed by several authors who investigated 

interdisciplinarity; however, for our structural approach under the internalist view, 

the distinction is of little relevance, as we shall see further. The distinction is 

however of high relevance for the externalist views, especially in what concerns the 

historical and educational aspects of a discipline.  
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1.3.1. Distinguishing Through Concepts 

We shall keep the two main constituents of the content of a discipline for the 

purpose of distinction – the objects of investigation and methods – in their broad 

sense; that is, the objects irrespective of a specific ontology or ontological 

commitment, and the methods with no epistemic distinction, hierarchy, or 

categorical taxonomy. At this point, let us note that distinction based on these two 

constituents does not work everywhere. There are distinct disciplines sharing both 

their objects of investigation and their methodology. To take an immediate example, 

consider astronomy, (physical) cosmology, and astrophysics. Their common objects 

of investigation are celestial bodies and phenomena, and they all use the same 

observational methods, as well as theoretical methods of physics (from various 

branches) and mathematics. What then essentially differentiates them? (Of course 

there are the historical criteria of delimitation, the amount or degree in which a 

specific method is used, and the placement of the methods in one branch or another 

of mathematics or physics.) The answer is: the stance towards their object of 

investigation, the primary concepts they developed about these objects, and the 

primary conceptual framework developed around them. Astronomy considers its 

objects of interest in their origin and evolution, being more focused on local celestial 

structures and systems, and interested in typologies, patterns of regularity, and the 

prediction of the dynamics of such systems.  Astrophysics is more concerned with 

the physical nature of the celestial bodies and less with their positions and motion, 

while cosmology treats the objects within the largest-scale structures and dynamics 

of the Universe as a whole, being also concerned with fundamental questions about 

its origin, nature, structure, evolution, and fate. Other examples can be easily found 

in well delimited sub-disciplines of the same big discipline (for instance, atmospheric 

physics and meteorology within Earth science, or cognitive psychology and 

neuropsychology within psychology). Of course, the relevance of such examples is 

sensitive to various contextual factors, including historical and semantic; however, 

the conceptual aspect of the objects of investigation is related to methods not only 

in what concerns distinction between disciplines, but also in the effective way in 

which methods of a discipline do work. Indeed, the rational methods of investigation 

are not applied to any object in its material nature, nor as an abstract linguistic entity 

as referent, but to concepts about that object, even if this reverts in some trivial 

instances to the mere sense perception of the objects. Even an empirical method of 

research (say, collecting responses to a survey over a population sample, or 

participant observation in a community within some social sciences) is not applied 

directly to the material world, but to what our mind shapes through concepts as an 

image of it (through data in previous examples); this is also true for empirical, 
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experimental, or engineering disciplines. This view, in which we can only infer from 

what is thought traces back to Frege (1951/1892) and is based on the predicative 

nature of concept, which is fundamental for traditional logic and for some primary 

notions of mathematics (such as that of set, set membership, infinite sets, etc.). We 

should adopt it just because the content of a discipline (even non-scientific) as an 

epistemic unit has to submit to traditional logic.  

Conceptualizing the objects of investigation before employing them in 

judgments, inferences, rules, and theories within a discipline means both adopting a 

view – however radical – on the inner nature of these objects and placing them 

within larger systems or structures of knowledge. The conceptual stance may differ 

dramatically for the same object of investigation across disciplines. For example, 

empirical concepts embeddable in a certain physical structure or having certain 

properties, describable in ordinary language of an empirical discipline, can be 

abstract mathematical concepts – identified through mathematical definitions – for 

applied mathematics or for mathematical physics. If they were not mathematical 

concepts, mathematical methods could not be applied to them.  A population for a 

psychological discipline is a group of people with different psychological profiles, 

while for mathematical (statistical) psychology, it is a set of elementary events 

belonging to a probability field. If this were not so, statistical research or inference 

would not be possible within psychology. Therefore: 1. The nature and properties of 

the concepts are essential for a method to be able to be applied to them, just as a 

(mathematical) function can make sense only for its domain of definition. 2. Across 

disciplines, it is precisely the difference between those concepts about the same 

objects that makes interdisciplinarity possible, for if the concepts were similar, the 

methods of the same discipline would be operating on them (now or in the future). 

In the next section, we shall also see how concepts of different natures are linked 

across disciplines from a structural point of view.   

Summing up as motivations the additional criterion of distinction between 

disciplines and the constitutive fundamental role conceptualizing does have for the 

methodology of a discipline, I will take the concepts to be the third essential element 

of the content of a discipline. These include the primary concepts about the objects 

of investigation, but also other concepts developed through theoretical 

advancement; along with the relations between them, they all form the conceptual 

framework of that discipline. Concepts have already been considered as part of an 

internalist definition of a discipline. In the previous examples, they are mentioned 

in the definition of Squires (1972, 202) as “their [disciplines’] stance toward that 

object [of investigation]”5 and Heckhausen (1972, 84) as “the point of view from 

                                                        
5 My insertions in brackets. 
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which a discipline looks upon the material field.” What I want to emphasize is the 

epistemic relationships concepts do have with the objects of investigation, with each 

other, and with the methods operating on them: Concepts are about the objects of 

investigation – this is a semantic relation, but not merely conventional; the 

correspondence is made on the rational criteria of placing the concept into existing 

frameworks of the universe of knowledge about the respective topic, while not 

breaking any well-established systematic coherence with this correspondence.6 

1.3.1.1. The Relationships between Concepts 

Concepts stand in various types of relations to each other in the course of defining, 

making judgments, inferences, applications, and statements. As with the methods, 

concepts stand on one hand in an identity relation (a method would not be what it 

is without those concepts to or upon which it is applied), and on the other hand, it 

is a means of linking concepts epistemically. For instance, the method of basic 

induction links a data set associated with the evolution of a phenomenon to a 

predicted event. Two or more concepts linked through a rational method belong to 

the same epistemic structure. Note that the method linking two or more concepts is 

not only the “engine” creating that connection, but it also gives the kind of 

connection those concepts share, so that a relation can be defined (and not only 

conventionally denoted) as the class of the connections of a certain kind. In our 

previous example, basic induction put the concepts from the observational base and 

the prediction in a sort of inferential connection. A similar kind of connection is 

created between a set of hypotheses and the conclusion obtained by using the basic 

principles of logical inference or the usual deductive methods of science. Including 

a concept in a new definition creates a constitutive (or identity, if you prefer) 

connection between the newly defined concept and the one(s) included, while 

concepts linked through the application of a theory into another or in a specific 

context stand in an applicative kind of connection. The connection between the 

particulars and their corresponding generals is another kind, and so on. I will come 

back to the point of epistemic kinds of connection later.  

1.4. The Nature and Epistemic Status of the Methods 

Finally, for the methods, let us note that placing them within the content of a 

discipline does pose a sensible problem. Even though disciplines share methods as 

well as concepts, and even though there exist discipline-specific methods among 

                                                        
6 Of course, such breaks occur sometimes, culminating with scientific revolutions. Within a 

chronology of the processes of constitution of a discipline, first correspondences always exist. 
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which are methods developed internally by a discipline, a method remains 

something that is used. This usage has linking concepts as its immediate goal, and it 

must be epistemically justified if we talk about a rational practice. However, that 

justification about usage cannot be attained within the discipline itself using the 

method, but beyond it and beyond any other, within a general epistemology of the 

rational methods. This is true not only for the primary methods available for any 

discipline (such as abstraction from experience, logical principles, induction, 

theoretical modeling, and so on), but also for discipline-specific ones. For instance, 

the method of statistical inference used in social sciences is not epistemically 

justified within those sciences, but at another level of reasoning. First, the 

mathematical nature of the concept brings a justification based on the epistemic 

value of the mathematical-logical necessity that we all accept regardless of our 

profession. Second, the empirical confirmation and the good track record of the 

inferred results are not concepts originally specific to the science using that method, 

but of all sciences using it, as well as to our common rationale in daily life. Even if 

we accept Bauer’s (1990, 106) position on validating methods as being discipline-

specific, I claim that that internal validation is just decisional – thus normative – and 

reduced to choose and select; the criteria of these two actions may be discipline-

specific and may be justified for the objectives of a discipline, but the core epistemic 

validity of the methods lies in the availability of the method, which is beyond the 

discipline (say, transdisciplinary) and dictated directly from a level of discipline-free 

rationality. In other words, the distinct epistemology of each discipline in Bauer’s 

terms (at least in what concerns methods) is subject to a second-order primary 

epistemology of reasoning.  

From this perspective, it seems that the nature of any method is intrinsically 

transdisciplinary, in the current usage of the term.7 On the other hand, taking the 

method as belonging to the epistemic content of a discipline is fairly justified: the 

method is the means of creating connections, which account for the internal 

systematic coherence of the content and the intelligibility of the system, but the 

method also accounts for the kinds of connections it makes between concepts, and 

this latter contributes to the understanding of that connection and also accounts for 

the relevance of a connection to be included in the epistemic content of a discipline.   

Now, if we mentioned semantical and syntactical relations, definitions, 

statements, and theories as related to the content of a discipline, and – leaving for a 

moment the internalist view – taking into account that the content of a discipline 

                                                        
7 This conclusion is in the vein of Lakatos’s (1968) view on methodological unity of sciences, and 

opposed to the views of Cartwright (1999), Galison (1996) or Shapere (1984), who argue for a 

methodological differentiation depending on the nature of the disciplines. 
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should be communicated and taught, shouldn’t we introduce language as the fourth 

element of content? Language contributes to the specificity of a discipline, especially 

in what concerns vocabulary. It is very likely that there are not disciplines sharing 

the same objects of investigation, concepts, and methods, and so perhaps language is 

not necessary as a new criterion of distinction. However, language certainly is 

present in the content. It suffices to mention the linguistic nature of conceptualizing, 

of definition, of predicative logic, and of scientific theories to see that language 

serves as both a tool and a method for creating and linking concepts (not to mention 

its role in communication). The options are either to include it in methodology as a 

primary method (function of the brain) or to take it as the fourth distinct element of 

content. The observation that methods are also expressible in language, just as 

concepts are, inclines the balance toward the former option. The observation that 

all the development and results of a discipline can be expressed in a body of 

statements formed in a language (what is to be communicated and taught in a 

curricular way) inclines it toward the latter option. Also bear in mind that our aim 

here is to investigate interdisciplinarity through disciplinarity and – for the sake of 

simplicity in such a complex context – we must employ only those concepts directly 

related to the two we mentioned, namely “boundary” and “staying within (the 

boundaries).” It seems that language does not submit to this attribute, except in the 

semantic criteria of naming disciplines, which we proposed to avoid. Indeed, 

language (either ordinary or scientific) – by its nature – is cross-bordering, flexible, 

and with a high degree of freedom in its semantics and domain of description. It 

suffices to mention mathematical language, which has exported predications and 

vocabulary into the ordinary language and into the languages of several disciplines. 

As such, the linguistic element is one that facilitates cross-bordering, and not 

bounding. This process goes in fact in a double sense, being so specific to 

interdisciplinarity: once language accesses the new discipline, it feeds back the 

language of the original discipline and so a new language is formed.8 Given all these 

considerations and that we are talking here about the epistemic content of a 

discipline, not only the linguistic one, I will take language as an element of the 

content associated to all three previously included, but not independent or 

distinctive in its own right. 

Summing up, in my internalist view, the content of a discipline would consist 

of these three components: 

                                                        
8 The concept of interlanguage through interdisciplinarity and transdisciplinarity traces back to 

the works of Piaget (1972) and Lichnerowicz (1972), as well as to early structural approaches of 

unity of science. 
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 the objects/subjects that discipline investigates 

 the conceptual framework that discipline uses in its investigation of the 

objects/subjects, development, or any of its objectives 

 the methods which that discipline uses for advancement and 

accomplishing its tasks and objectives.  

With this primary organization of the epistemic content of a discipline – not 

presuming it as exhaustive nor standing for a rigorous definition – we can take the 

next step in analyzing interdisciplinarity structurally and epistemically within a 

conceptual framework developed around the concepts of ‘boundary’ and ‘staying 

within (the boundaries).’ 

2. Non-disciplinarity and Interdisciplinarity 

In this section, I will argue that, at least under an internalist view, interdisciplinarity, 

transdisciplinarity, cross-disciplinarity, or multidisciplinarity does not mean or 

imply non-disciplinarity.  

If disciplinarity is understood as relative to the concept of (a kind of) boundary 

for the epistemic content of the disciplines, then all these prefixed versions of ‘-

disciplinarity’ should mean crossing or passing through or breaking or even violating 

these boundaries. An immediate reflection on this supposed epistemic action would 

observe a. that those boundaries (if any) must be by their nature trespassable; b. that 

trespassing is justified and allowed at a certain level of meta-methodology; c. that 

trespassing (which is not quite justified as an adequate term given b.) occurs by 

means of one or more epistemic methods the disciplines usually use in their practice; 

d. the methods with which the boundary is crossed should belong9 to the epistemic 

content of the discipline within which the epistemic action was initiated (where the 

problem was posed or the theoretical goal was designed, etc.).10 

Now it is time to take a new action toward simplifying all that we described 

as the epistemic content of a discipline. As a necessary parenthesis to clarify the 

abstract concepts introduced when discussing methods in the previous section, I will 

describe in structural terms what the epistemic structure of a discipline would mean 

in order to represent boundary crossing.  

                                                        
9 In the sense of “used” (see the view on methods in the previous section). 
10 The apparently distinct case in which a method is imported from another discipline for a 

particular endeavour can be cancelled in the view that once used, a method has linked concepts 

belonging now to the epistemic content of that discipline, and the method should belong as well, 

even if no longer used in the future (the argument has been detailed in the previous section). 
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2.1. Disciplinary Epistemic Structures, Dynamics and Bounding 

In our framework, the crossing of the boundary works by the following simplified 

scheme:  

Let 1D  be the original discipline within which a problem P (either practical 

or theoretical) is posed and addressed. P is formulated in the conceptual framework 

of 1D . We can see P as a concept or a group of concepts related to each other. For 

the sake of simplification, we take the former case, since a structure of concepts is 

itself a well identified concept. As an initial case, consider the aim to connect P to a 

concept C not belonging to 1D , but to a different discipline 2D  (the same 

simplification applies to C) in a way that will ultimately enrich our knowledge of P 

expressed in 1D . The general case is to connect more than two concepts, but for 

simplification we shall consider only binary relations, as they suffice to reflect our 

point on disciplinarity. Assume we found a method M that made that connection. 

The aim has been attained and the whole action is called interdisciplinary because a 

boundary of 1D  was crossed, at least in what concerns concepts.  

 

1a. The inquiry stage 
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1b. The integration stage 

 

 

Figure 1. Linking concepts between different disciplines 

 

The method M could be either one already used by 1D , developed within 1D  

just for the current purpose, or “imported” from another discipline. Given my 

transdisciplinary view on the nature of methods expressed in the previous section, I 

will not in this context take the latter case as one of interdisciplinarity. Once used, 

a method is validated for that use (for the concepts it links), and it can be considered 

as belonging to 1D  in the sense that at any time it can be used again where it is 

adequate. Now let us take an insight into the nature of these actions and their 

outcome.    

First, we should accept that concepts P and C were already somehow 

connected before the method M was applied. This connection may be made visible 

if we break the concepts down to constitutive concepts until reaching their primary 

concepts of constitution, among which one (A in the figure) or more is common to 

the two disciplines. Any concepts – regardless their nature, category, or 

regimentation – are connected  to each other in the network of knowledge, as 

neither concept is developed ex nihilo, but from existing concepts; this is clear for 

the mathematical concepts and happens in any area of knowledge. As such, any two 

disciplines share common concepts (not necessarily about their objects of 
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investigation), so the intersection 1 2D D  is never empty.11 However, having P 

connected with A and A with C does not cancel the endeavor of linking P to C, 

because those primary connections may not be relevant for our purpose – that is, we 

might not gain any new knowledge about P. For instance, if A is a concept 

constitutive to both P and C, we can say nothing about how P and C stand in a 

relation or in what kind of relation they do stand. Or, if A implies P and A implies 

C, we cannot say that C or P implies the other, since this does not reflect the 

transitivity of the implication. In other words, we need a connection between P and 

C that is epistemically relevant for the objective we propose. This is where the 

distinction between network of knowledge and structure of knowledge is essential. 

P and C are connected in the former; however, a connection between them in the 

latter is acquired only when it has the status of (belongs to) a relation. But what 

constitutes that relevance? In mathematical terms, a network is a graph connecting 

atomic nodes through paths, while a structure is a set of atomic nodes 

(objects/positions) together with a family of relations between them, that is, a set of 

sets of connections (n-uples of nodes of various arities). A relation represents a class 

of connections, and this class can be constituted either conventionally or by criteria 

of relevance of the representation that that structure does. As such, even though the 

nodes are atomic and lack any content or epistemology in the abstract structure, 

grouping the connections between them as relations grants the nodes a minimal 

epistemology given by the criteria of grouping. However, this epistemology is the 

one of that particular structure and particularity comes from that grouping; 

therefore, the conventional nature of the relations remains. In mathematics, any 

structure (in the sense of Bourbaki (1950)) is reducible to a set-theoretic structure, 

but any relation (as a class of connections) is defined mathematically. This does not 

happen for other non-mathematical representations of various systems such as 

classical structures, where the relational arrangement is conventional (that is, we 

just name or interpret the relations, but not define them). However, for a structure 

representing knowledge through linked concepts, we can acquire an epistemology 

of the structure from outside it, by assigning the connections what I call epistemic 

kinds. For instance, consequential (inferential), constitutive, applicative, predicative 

(characterizing or assigning properties), and negation are kinds of connections 

between concepts, constituting any rational system of knowledge. Their nature is 

both logical and cognitive, and they represent the rational processes of thought.  If 

two or more concepts connected in the structure exhibit a connection of a certain 

                                                        
11 I am using abusively the set-theoretic notation, just for illustration. If we consider the epistemic 

side of the content of a discipline (including methods), the notion of intersection is different from 

that applying to sets of objects.  
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epistemic kind, the relation holding that connection (and other connections of the 

same arity and type) acquires the same epistemic kind. This is what we require as 

relevant for the aimed connection between P and C in our context: an epistemic 

kind k, given by method M. Let us call a classical structure with connections having 

assigned epistemic kinds an epistemic structure. 

Such a structure is usually a second-order structure because relations between 

relations may also hold. Think of properties of concepts, which are both second-

order concepts and relations between first-order concepts. For example, in 

mathematics, the property of ‘being divisible to’ connecting integers is related to the 

property of primeness of a number, and the connection is of a constitutive kind, 

since primeness is defined through divisibility.  

Not only do epistemic kinds ensure the relevance of the relations between 

concepts within the interdisciplinary action in context, and not only do they ensure 

understanding and logical coherence of the constructed systems of knowledge, but 

that relevance is included in the criteria for delimiting the content of a discipline by 

external authorities. As such, it is clear that the “boundable” content cannot consist 

only of concepts, but of the entire structure linking them through connections of 

certain epistemic kinds.  

Now let us take an epistemologist-observer position for what we have just 

represented structurally as discipline boundary crossing. Once the (P, C) connection 

is realized with epistemic kind k, concepts P and C along with their connection come 

to belong to the same epistemic structure. This structural extending “moves” both 

concepts P and C into the common zone 1 2D D , since the connection is 

epistemically relevant. However, P was assumed to belong exclusively to the original 

discipline 1D , for if it also belonged to 2D  we wouldn’t have any interdisciplinary 

action. One may argue that there are two stages of this process separated on a 

timeline – one of inquiry and application of method M, and one of integration – and 

only in the latter is the new connection assimilated into the existing structure; as 

such, in the first stage – the one of interdisciplinarity – the two concepts remain in 

separated domains (the two stages are pictured in Figure 1a and 1b along with all the 

denotations used above). My counterargument invokes the same concept of 

epistemic kind, which is not disciplinary. The relevance of the connection (P, C) is 

– at the moment of obtaining – acknowledged through k, which is not specific to 

either of the two disciplines or their boundaries or intersection. For the investigator, 

once the connection is obtained, the epistemic structure of 1D  is extended regardless 

of the conventional (and perhaps relevant) disciplinary bounding of that moment. 

Since it is the investigator alone (or team of investigators) that actually perform(s) 
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the interdisciplinary action and only their results are validated externally, we have 

an instance of interdisciplinarity (as crossing content boundaries) with no actual 

crossing (staying within the epistemic structure of the original discipline). 

Indeed, the stage of integration does exist and is socially driven. The 

integration will apply not only to the two concepts linked, but will engage all the 

concepts with relevant connections to those two from both disciplines; therefore 

1 2D D  extends itself with more than one connection and two concepts. The 

structural integration is selfaccelerated, and this represents the process of merging 

disciplines. It is the classic case of physics and biology; biology and chemistry; 

sociology and anthropology and many other pairs. Domains of disciplines are also in 

process of merging through structural concept linking. This is how sociobiology, 

quantum information science, cognitive neuroscience, and other relatively new 

disciplines were established.     

Crossing discipline boundary (if a valid notion) is not done only through 

accessing concepts from another discipline. There is also the case when the aim is to 

connect P with a concept C also from 1D , through a method by which we access 

content from 2D . This case is illustrated in Figure 2 and described in structural terms 

as what we traditionally mean by theoretical modeling: We identify/observe a 

structure of concepts from 2D  that is homo- or isomorphic with a structure of 

concepts from 1D  that includes P and C (call 2S  and 1S  the two structures). This 

correspondence is not made arbitrarily or conventionally (although it may be made 

as such), but by following criteria of relevance as well as convenience. Among the 

former, the correspondence should preserve in both domains the systematic 

coherence of other structures involving concepts from those placed in 

correspondence. The validity of the model is tested against this coherence, and it 

might at any time be invalidated when advancing outside in the superstructure, 

including through empirical observation. Assume the corresponding concepts of P 

and C in 2D  are A and B [f(P) = A, f(C) = D, where f is the structural morphism]. By 

using the system of knowledge or theory from 2D  we infer or observe that A and B 

do stand in a certain relation in 2S  and – by means of the homo/ isomorphic feature 

of f – we infer that P and C do stand in a certain relation in 1S . Note that this 

inference is actually an interpretation back in 1S  of the known relation between A 

and B, that is it is described in the terms of 1D . Thus, we obtained the connection 

(P, C) through a double inference: one is within 2S , and the other between or across 
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2S  and 1S , via f and its properties.12 We may now fairly assume that if connection 

(A, B) is of the epistemic kind k, the inferred connection (P, A) is of the same kind; 

otherwise the systematic coherence would be broken in 2D .  

 

 

Figure 2. Linking concepts through theoretical modeling 
 

Now, take again the observer position. Where or how was the boundary of 

1D  crossed? It seems to have occurred nowhere. Concepts from 2D  were not 

accessed through f, as in the previous case, but put in a formal correspondence with 

those from 1D , then interpreted back in 1D  along with their connection. It is like a 

semantic relation – we can talk about something without seeing or touching it. No 

relation has been established between the concepts of the two disciplines. What we 

brought in 1D  is a truth of 2D , which we adapted to 1D  so as to have an epistemic 

kind for the connection (P, C). The method M through which we did this 

(theoretical modeling) is not discipline-specific, but universal. Is this import of truth 

through M a boundary crossing? The content of 1D  was not enriched with new 

concepts, nor with new relations, but with a new connection (as the imported truth 

interpreted) for an existing relation. Given that the inferred connection is relevant 

for 1D , the epistemic content of this discipline is actually the same as before the 

                                                        
12 In the traditional terms of structural-theoretical modeling, the former inference is said to take 

place within the ‘governing theory’ of the model, while the latter is the interpretation step (when 

a new function is applied from one structure to another, not necessarily the inverse of f).  
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interdisciplinary action. Then, the only option remaining is to qualify the truth 

import as boundary crossing from 2D  to 1D . However, this import is actually the 

method we used in the action and does not belong to any discipline. Theoretical 

modeling, which is at its core a primary cognitive method, namely that of reasoning 

through analogy, just sheds light on a structural equivalence that we uses to advance 

knowledge in the target (original) discipline. But observation is in turn a primary 

cognitive method and cannot be granted any boundary crossing – we can observe 

from distance. Think also of metaphors as an example, which in language have the 

role of easing understanding or describing through syntactical analogy. Metaphors 

are based on the same structural morphism as theoretical models.13 A metaphor with 

fictional subjects will never alter or cross into the non-fictional reality. If this is still 

seen as bringing something (new) to something from something separated, the entity 

that is brought seems not to cross any boundary of any sort. Overall, as in case 1, we 

have boundary crossing with no crossing for the epistemic content.  

The universal method of theoretical modeling used in case number two is one 

of a special power. It can link structures from various domains and concepts of 

different natures and do transfer of truths from one domain to another. However, 

its results are subject to further confirmation. At some point in the evolution of the 

system of knowledge of the target domain, one result may be invalidated by 

observation, experience, or theoretical inconsistency with other substructures. If 

such a problem occurs, it is not the method which should be invalidated, but the 

model developed for its application – that is, the structures, their relations, and their 

interpretations. Regarding the latter, language of the target discipline plays again a 

major role here, being actually part of the model. This is why there is always a fine-

grained competition of models in the advancement of rational disciplines.   

Models are used not only between disciplines, but also between domains or 

theories within one discipline. The paradigmatic example is that of pure 

mathematics, for which the set-theoretic foundation allows various theories to be 

linked through structural morphisms and mathematical structures. Physics also uses 

its own models to advance. For instance, the model of colliding balls from 

Newtonian mechanics is used in the kinetic theory of gases (interpreting gas 

molecules as elastic balls); the gas model was used in applications in nanotechnology, 

energy research, and biology (Lizhang 2012); the gas model also found applications 

in recently developed theories on stars and galaxy formation (Binney & Tremaine 

                                                        
13 Nonetheless, their validation against the external systematic coherence is more limited than in 

the case of theoretical models. 
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2008). Any discipline advances through theoretical modeling, by applying its 

established truths to new contexts if a structural similarity is found.   

Theoretical modeling is what we usually call an application of one theory into 

a target domain – in fact, a non-trivial case of application, as an application mediated 

by a model. Thus, we can roughly say that 2D  was applied to 1D , and such 

application contributed content for 1D , but this is not content from 2D . The new 

content was a connection between concepts from 1D  “suggested” by the governing 

theory from 2D  and there isn’t any integration stage as in case one in which the 

new content is assimilated in a common zone. 

Traditional disciplines have evolved sufficiently through theoretical modeling 

to have “zones” called interdisciplinary, double-named and considered as a new 

academic discipline such as mathematical physics, mathematical biology, 

mathematical economics, mathematical neuroscience, and so on (having 

mathematics in the role of 2D ); but also bioinformatics, bioeconomics, behavioral 

economics, socioeconomics, psychometrics, biopsychology, and so on. A discipline 

named in such prefixed forms ‘ 2D  (-“ized”) 1D ’ refers to a “zone” of 1D  whose 

content (as statements, truths, and theories) is constituted by using models (and thus 

imported truths) from 2D . Whether teaching ‘ 2D  (-“ized”) 1D ’  include also how 

those truths were reached in 2D  is an arbitrary choice; teachers must take seriously 

into account their expertise in 2D  in all its dimensions. In what concerns the 

epistemic content, I have argued above that the truths of the applied discipline are 

not imported as new content for the target discipline. 

Mathematics is obviously the most frequently present discipline in such 

modeling processes, and this is not surprising at all if we think of its special status as 

a discipline. Specific features of mathematics and applied mathematics, like the 

nature of their structures, the mathematical language, the predicative logic and set-

theoretic foundation account for its descriptive power and all the roles it plays in the 

constitution and advancement of the sciences, either natural or social. The 

descriptive power of mathematics is structural. The fact that the laws of physics are 

best formulated in mathematical language and mathematical descriptions of the 

empirical phenomena are possible (with a certain degree of idealization) within any 

scientific discipline, receives structural explanations. One widely accepted 

explanation is related to the richness in structures of pure mathematics compared 

with the structural needs of scientists (Maddy 2007, 341-343). This richness is self-

generated through the structural apparatus of mathematics, where self-application 
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follows the same model based on structural morphisms. This structural richness and 

fertility is also externally influenced in a metabolic manner. Mathematics feeds from 

the problems of sciences, develops new theories just for addressing those problems, 

and puts their results at the disposal of the sciences, which access them through 

mathematical modeling. This perpetual process has now reached a stage in which 

the border between pure and applied mathematics is very diffuse. We have a 

mathematics of anything, however complex the thing may be, and as such we have 

a mathematics of any discipline dealing with that thing as its object of investigation. 

“Mathematics of” is simultaneously a model, a method, a description, a field of both 

pure and applied mathematics, and – sometimes – a new discipline, if named as such. 

We also have a physics of something, a biology of something, or sociology of 

something and it is just the evolution through models that makes us see an 

interdisciplinary zone around the investigated object, which we call “ 1D  of 2D ”.  

The method of mathematical modeling is not epistemically justified within 

mathematics and does not belong to mathematics; it is a particular case of theoretical 

(structural) modeling. In fact, the general applicability of mathematics has never 

received a satisfactory explanation at a metatheoretical level and thus raises 

philosophical questions. These questions developed around what in philosophy of 

science is called ‘Wigner’s puzzle:’ Why is mathematics applicable in the sciences 

and physical reality, how do we rationally justify the use of mathematical models in 

the investigation of physical phenomena, and how do we explain their high rate of 

success, given the extreme difference in nature, ontology, epistemology, and logical 

category between the source (mathematical) and the target (physical-empirical) 

domains and also some special features of the mathematical practice?14  For instance, 

some mathematical concepts and theories created and developed independently of 

any empirical contexts prove to apply to certain empirical contexts (Wigner 1960, 3, 

7), perhaps after decades. 

Among the criteria we follow in granting mathematics a special status among 

disciplines, one quite marginal might be that mathematics has never received a 

definition to reflect its nature and specificity, and this may account for our inquiry 

into defining or not defining disciplines. As a discipline, science, method, formal 

language, or whatever it is, mathematics has provided common conceptual 

frameworks for wide domains of most of the natural sciences, and methods of 

investigation and advancement of the disciplines; in this way, it has proved to be one 

of the main “engines” of what we call interdisciplinarity, by merging, unifying, and 

                                                        
14 These questions developed around the influential paper of physicist Eugene Wigner (1960), the 

author of the syntagma “the unreasonable effectiveness of mathematics” and shaped a new domain 

within philosophy of science, namely philosophy of applicability of mathematics. 
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providing a common conceptual language. As a discipline, it has a content in which 

structures are auto-expandable, and the epistemic kinds of the connections are 

logical kinds. In addition, it seems that its applicative feature influences the 

development of this content. Given these, can we delimit such content – and how?   

The epistemic-structural model is not quite a reductionist model for 

interdisciplinarity in the internalist view. Employing the concept of epistemic kinds 

in the constitution and qualification of the relations of the structure grants the set-

theoretic structure a special epistemology which has both a logical and a cognitive 

dimension. Relating the methods to this structure as generators of the epistemic 

kinds increases the power of representation of the model, which is able to reflect the 

dynamics of the processes and is open to further refinement to reflect also the users’ 

interventions in these processes. The nature of the main concepts employed 

(relations, connections, sets, kinds, structural analogy) is not discipline-specific,15 

but directly related to cognition, so our concern about epistemic circularity 

expressed in the introduction vanishes. There is no specific discipline dealing with 

this model, just our inner structural setup of reasoning. 

Conclusions 

Now is the time to take stock of what we have argued. We started from the common 

conception that we must study interdisciplinarity through disciplinarity, as being a 

kind of practice that combines knowledge from two separate disciplines, and this 

combination assumes crossing some boundaries of the combined disciplines; as such, 

disciplinarity is assumed to mean staying within those boundaries. Because 

interdisciplinary actions operate on the content of the disciplines and the concepts 

of ‘boundaries’ and ‘staying within’ (them) are relative to a (boundable) content (as 

a body of knowledge), it is adequate to have an internalist view on the discipline and 

consider the content in its epistemic-structural nature. In our structural framework, 

structures are seen as relations between concepts of certain epistemic kinds, and 

these kinds are assigned through the rational methods linking concepts which thus 

exhibit a transdisciplinary nature. Therefore, we have represented the 

interdisciplinary boundary crossing in two possible ways: linking concepts from 

different disciplines and linking concepts from the same discipline by using 

theoretical models sourced in another discipline. For both, I have argued that the 

                                                        
15 The view that primary mathematical notions like sets and functions are not mathematical, but 

specific to our primary cognition, is still debatable within philosophy of mathematics. Relatively 

recent advancements in perceptual mathematics or protomathematics, among which is worth 

mentioning the works of Teissier (2005), Ye (2009), and Mujumdar & Singh (2016), may have 

important implications for this debate, favoring the view.  
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epistemic content of the original discipline is actually not passed, and as such we 

have interdisciplinarity with no boundary crossing. Interdisciplinarity (or any of the 

prefixed versions of ‘-disciplinarity’) – in the common meaning – cannot be equated 

with and does not imply non-disciplinarity. The conclusion we ought to draw from 

this contradiction is that the two concepts we started from (‘boundary’ and ‘staying 

within’) were not adequately represented. What then are the options for changing 

that? How can we delimit a structurally represented content in a way other than 

selecting substructures? Choosing a type of closeness to certain operations instead of 

the mere set-theoretic delimitation does not work either, since the only possible 

operations are still over the concepts and represented as relations. If the methods 

themselves are the operators instead of assigning epistemic kinds – and thus make 

them discipline-specific in nature – the closeness through methods would assume 

that interdisciplinarity requires the development of brand new (crossing) methods 

different from discipline-specific ones, which is not the case in the real practice. 

Overall, it seems that any kind of set-theoretic- or topological-like bounding is 

inadequate for the epistemic content of a discipline. This is also in the vein of 

Nicolescu’s (2014) view on boundaries. If this is the case, we have to draw a radical 

conclusion: From an epistemic-structural perspective, interdisciplinarity cannot 

coexist with disciplinarity, because delimiting is not possible.  

The formalism of the model I have sketched can be integrated in both the 

framework of the general systems theory and Piaget’s (1972) cognitive structuralist 

model of advancement of knowledge, where the key concepts are assimilation and 

adaptation. This is not the place to develop this unifying design, but it deserves 

further research. I will limit myself to mentioning that the cognitive origin of 

Piaget’s concepts would benefit nowadays by the pioneering results of the 

mathematized neurosciences, so that the abstract nature of the structures of 

knowledge may find biological models. The epistemic structural model of 

(inter)disciplinarity supports this prediction if we consider the properties that 

epistemic kinds do exhibit at a first glance: all such relations are antisymmetrical, 

some of them are transitive, and structures are extended through the transitive ones. 

It would not be very surprising if these properties are found to be related to the 

neurophysiology of the brain, where the flow of electrical impulses over neural paths 

do have properties of sense and direction related to cognitive achievements.  

Coming back to interdisciplinarity, the answer to the title question of section 

two is this: Finding a complete definition for the concept of ‘discipline’ is of no 

relevance for the investigation of interdisciplinarity in its common meaning, since 

disciplinarity and interdisciplinarity are not opposite each other, just as finding the 

complete definition of mathematics would never account for a metatheoretical 
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justification for its universal applicability nor change the way mathematical methods 

are applied in other disciplines. Delimiting a discipline in its content is possible set-

theoretically in either its objects of investigation, its concepts, or its methods alone, 

but not all together; considering all three together with their natures and 

relationships requires a structural representation of the epistemic relevance and 

coherence of a cognitive system which cannot be bounded. Finally, distinguishing 

between various disciplines is possible, meaningful, and useful, as it ensures the 

semantic stability of the discourse on the topic, regiments the curricular side of the 

disciplines, and allows shortcuts for content access in discourse, education, and 

research. However, there is also a weak aspect of distinctiveness: Making sharp 

distinctions influences the conceptual stance we take for interdisciplinarity in many 

directions, for instance when we address the issue of problems and challenges of 

interdisciplinary practice.  

In our epistemic structural framework, the two-case structural scheme of 

crossing boundaries is not only a counterexample for an inadequate 

conceptualization, but also a minimal structural representation of the actual 

interdisciplinary practice and advancement, through either direct concept linking 

or theoretical modeling. In this representation, there is no difference between how 

advancements are made within a certain structure named as a specific discipline for 

the purpose of distinction and reference, and across different such structures. The 

same kind of structural advancement is made in both situations, and the immediate 

goal of each action is to make relevant connections between concepts, including 

concepts of different natures, by assigning them the same16 epistemic kinds 

everywhere. Viewing the methods of advancement as universal in the sense of 

epistemic availability and discipline-independent justification supports this 

equating. 

Observe also that under this model, there is not much distinction between 

interdisciplinarity, cross-disciplinarity, multidisciplinarity, transdisciplinarity and 

other recently prefixed versions. This is not a weakness of any reductionist stance, 

but an effect of the combination of logical-epistemic-structural-cognitive 

components for the nature of the model.  

In conclusion, the problems and challenges associated with interdisciplinary 

practice and so greatly stressed within the research of the phenomenon are the same 

in nature as those that investigators and experts encounter within their own 

discipline. These problems are not associated with crossing any boundary of content, 

but with the complexity, and the management of this complexity; it amounts to the 

potential breadth of knowledge in every domain paired with the anthropocentric 

                                                        
16 In the sense of the finitude of those available or validated. 
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features of the investigators: possessing a driving curiosity, reaching proposed aims, 

and making new discoveries, all against the limited resources of reason and brain. 

Interdisciplinarity was ab initio associated with the concept of complexity, at least 

in what concerns education (Klein 2001; 2004), but a kind of complexity of 

combining knowledge rather than the complexity of the knowledge itself. 

These challenges with respect to content complexity depend on historical 

contexts and evolution for every discipline. Take as two opposite examples Christian 

theology and mathematics. The former has not expanded much in content for the 

last century, as no influential new concepts have been developed or accessed 

(Pelikan 1989, vii-ix). The latter, mathematics, is the most fertile discipline, 

developing at an incredible rate new concepts and theories stemming from auto-

application and difficult problems, including the problems of the sciences. There 

were brand new theories developed just for solving an “annoying” conjecture, which 

ultimately found other applications in other fields.17 

Considering further the example of mathematics, imagine a mathematician 

graduating in this discipline 20-30 years ago and working now on a mathematical 

project requiring application of a mathematical theory developed recently. The 

problem or challenge this mathematician encounters is that of recreating the entire 

structural linkage between the new theory and the traditional concepts and theories 

taught in university. This is not an easy task and may be impossible in some 

circumstances. An option would be to collaborate with another more recently 

degreed expert in that theory, who is able to prepare relevant by-passes in the 

epistemic structure to ensure the understanding of the relations, saving time and 

other resources for the older colleague. Now imagine the same mathematician 

working on an applied-mathematics project in, say, medical imaging of the brain. In 

order to develop mathematical models and correspondences with the concepts of the 

target domain, the applied mathematician must become familiar (in some degree of 

reduction and convenience) with the anatomy of the brain and other medical 

concepts regarding medical images. This familiarity is required for the applied 

mathematician to make the relevant links with the mathematical concepts and 

theories. Is this challenge different from the former? Both assume effort, both have 

the option of collaborating, and in both, the mathematician struggles to connect 

concepts previously unconnected – of the same nature in the former case, of a 

                                                        
17 Just to provide one illustrative example, think of Poincaré’s conjecture, whose solution was 

provided 98 years after its statement in 1904. The solution belongs to the early history of algebraic 

topology. Generalizations of the conjecture to higher dimensions links to the concept of 

deformation in Riemannian geometry, with implications and applications for gravitation and 

cosmology. 
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different nature in the latter. The struggle is first with the complexity and not (or 

second) with interdisciplinarity.  

The management of the complexity of knowledge has a strong social aspect 

despite the freedom of the investigators. Even if interdisciplinarity does not exist 

structurally, the phenomenon of interdisciplinarity does exist in this social aspect. It 

starts with the curricula conditioned by academic and governmental authorities and 

assignation of official expertise, and it continues with all interpersonal relationships 

developed around the interdisciplinary projects, including team management. In 

this social realm, boundaries are of a different nature and can be kept or crossed 

through different criteria. As such, we have interdisciplinarity through boundary 

crossing and a multitude of challenges that may be addressed by appropriate social 

sciences. Leaving the internalist view but retaining the conclusions from above, still 

accepting interdisciplinarity as a valid notion, maybe the right characterization for 

the concept of discipline would be the normative-authoritative “to get disciplined” 

(in the sense of Turner (2000, 47) or Parker (2002, 374), cited in Chettiparamb 2007). 

Another promising concept reflecting social boundaries is that of interdisciplinarity 

as a culture (Bauer, 1990). 

The epistemic-structural model of disciplinary advancement, by reducing the 

processes to a limited number of kinds may suggest first reducing or collapsing the 

excessive typologies developed around this topic, and second, that a theory of 

interdisciplinarity can only be a social-science theory; other structural theories on 

this phenomenon may qualify only as general theories of knowledge. A third 

suggestion would be that within such theory, we must carefully discern between the 

challenges and problems of interdiciplinarity as formulated by the researchers, as 

some of them may be just semantic in nature and thus ingenuine.   
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ABSTRACT: The aim of this paper is to relate two trending topics in contemporary 

epistemology: the discussion of group knowledge and the discussion of knowledge-first 

approach. In social epistemology no one has seriously applied and developed Williamson’s 

theory of knowledge-first approach to the case of group knowledge yet. For example, 

scholars of group knowledge typically assume that knowledge is analyzed in terms of more 

basic concepts, such as group belief or acceptance, group justification, and so on. However, 

if Williamson’s theory of knowledge is correct, these are not good analyzes for 

understanding group knowledge. For, in such framework, knowledge is not analyzed in 

terms of belief and justification, and the same should apply to group knowledge. Thus, we 

propose to analyze which consequences Williamson’s theory has for social epistemology, 

namely for an understanding of group knowledge. The questions that will guide this article 

are the following: What is a knowledge-first approach to group knowledge? And what does 

a knowledge-first approach teach us with regard to one of the most pressing issues of social 

epistemology, namely the dispute between summativists and non-summativists accounts 

of groups? We claim that a knowledge-first account of group knowledge can be offered and 

that it favors non-summativism. 
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epistemology, extended mind thesis 

 

1. Introduction 

The aim of this paper is to relate two trending topics in contemporary epistemology: 

the discussion of group knowledge and the discussion of knowledge-first approach. 

In social epistemology no one has seriously applied and developed Williamson’s 

theory of knowledge-first approach to the case of group knowledge yet.1 For 

example, scholars of group knowledge typically assume that knowledge is analyzed 

in terms of more basic concepts, such as group belief or acceptance, group 

justification, and so on (Tuomela 2004; Corlett 2007; Hakli 2007; Gilbert 2014; 

Klausen 2014; Habgood-Coote 2019, and Lackey 2020). However, if Williamson’s 

                                                        
1 A recent exception is the work done by Simion, Carter, and Kelp (2021); but the focus is different 

from what we present here. It is worth stressing that some group knowledge theories, although 

not a direct application of Williamson’s epistemology, are compatible with knowledge-first 

epistemology, such as Kallestrup (2019) and Bird (2020). 
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theory of knowledge is correct, these are not good analyzes for understanding group 

knowledge. For, in such framework, knowledge is not analyzed in terms of belief 

and justification, and the same should apply to group knowledge. Thus, we propose 

to analyze which consequences Williamson’s theory has for social epistemology, 

namely for an understanding of group knowledge.2 The questions that will guide this 

article are the following: What is a knowledge-first approach to group knowledge? 

And what does a knowledge-first approach teach us with regard to one of the most 

pressing issues of social epistemology, namely the dispute between summativists and 

non-summativists accounts of groups? We claim that a knowledge-first account of 

group knowledge can be offered and that it favors non-summativism. 

This article is divided in 4 sections. In section 2 we will start with a basic 

presentation of the main ideas of knowledge-first epistemology. In this part we 

emphasize that, according to Williamson (2000), individual knowledge is the most 

general factive mental state. In section 3, we extend Williamson (2000)’s account to 

group knowledge, hence offering a knowledge-first account for group epistemology. 

Within a knowledge-first framework, we will defend a non-summativist account of 

group knowledge, according to which group knowledge is the most general 

collective factive mental state. And, in section 4, we will argue that one can 

understand collective mental states based on the extended mind thesis; thus, there 

is no resistance to a knowledge-first account of group knowledge. 

2. Knowledge-First Epistemology 

Let us start with the knowledge-first approach.3 Williamson (2000, 33) argues that 

“the concept knows cannot be analyzed into more basic concepts,” such as belief, 

truth, and justification. Instead, knowledge is prior to other epistemic kinds, the 

concept of knowing being a theoretical primitive. In other words, knowledge is a 

starting point for explaining other notions: we can analyse and explain belief, 

justification, evidence, assertion, etc., by reference to knowledge. For instance, 

“believing 𝑝 is, roughly, treating 𝑝 as if one knew 𝑝” (Williamson 2000, 47); “a belief 

is fully justified if and only if it constitutes knowledge” (Williamson 2014, 5); “all 

and only knowledge is evidence” (Williamson 2000, 193); and so on. 

                                                        
2 We use the term “groups” to refer only to organized or structured groups, such as committees, 

research teams, and so on. 
3 It is important to note that Williamson (2000) is the originator of knowledge-first epistemology 

and its most important proponent. And there are other knowledge-firsters besides Williamson (for 

example, Carter (2017), Simion (2019), Antognazza (2020)). However, in this paper we want to 

focus our attention only on Williamson’s version. 
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The main reasons for supporting this approach, in which knowledge is the 

central concept, are the following: Not all concepts are susceptible to analysis in 

terms of more basic necessary and sufficient conditions, at least in a non-trivial and 

non-circular manner. This seems to happen with several common concepts like red, 

heap, bald, tall, old, etc., but also with the concept of knowledge. So, against the 

orthodoxy, it seems that there aren’t non-circular necessary and sufficient 

conditions for knowledge, just as there aren’t such non-circular conditions for 

analysing, for example, the color red. This is confirmed inductively by the continued 

failure to solve the Gettier problem; for “a succession of increasingly complex 

analyses have been overturned by increasingly complex counterexamples,” as 

Williamson (2000, 30) underlies. 

Although knowledge cannot be analyzed in and reduced to more basic 

components, a sufficiently informative characterization can be presented. 

Williamson (2000, 34)’s proposal is to give a positive and externalist understanding 

of knowledge as a state of mind. More precisely, he holds that “knowing is the most 

general factive stative attitude, that which one has to a proposition if one has any 

factive stative attitude to it at all.” In other words, knowledge is the most general 

factive mental state, that is, the most general attitude that one can have to true 

propositions only. 

This characterization needs some clarification. First, “knowing is merely a 

state of mind;”4 namely, there is a mental state such that being in that state is a 

necessary and sufficient condition for knowing 𝑝. Consequently, contrary to the 

orthodox approach, knowledge is not a hybrid of mental and non-mental elements.5 

Thus, knowledge is not a conjunction of belief (the mental component), truth (the 

non-mental component), and something else. Instead, knowledge purely is a mental 

state, given its resemblance to other mental states. This understanding of knowledge 

as a mere state of mind is a “presumption” that we must accept, unless we have a 

powerful reason to reject it.6 

Secondly, unlike mental states like imagining, desiring, hoping, etc., the 

mental state of knowing is factive. A factive attitude is one that a subject 𝑆 can have 

only to truths; for, from ‘𝑆 knows that 𝑝’ we can validly deduce that ‘𝑝 is true.’ The 

fact that knowledge is a factive attitude does not prevent it from being a mental state. 

As Williamson (2000, 22) points out, “factive attitudes have so many similarities to 

the non-factive atitudes that we should expect them to constitute mental states too.” 

                                                        
4 See Williamson 2000, 21. 
5 Note, however, that believing truly is not a mental state since, in this case, there is a combination 

of a mental state with a non-mental state. See Williamson 2000, 28. 
6 See Williamson 2000, 22. 
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Namely, this factive dimension of mental states must be understood in the light of 

an externalist approach according to which mental states can depend on the external 

world.7 For this reason, the essence of such factive mental states “includes a 

matching between mind and world.”8 Other factive mental states include perceiving, 

remembering, regretting, etc., and it would be strange to postulate, for example, a 

mental state of imagining but no mental state of remembering, and so on. 

Thirdly, and finally, knowing is not just a factive mental state, but the most 
general of that kind. For, the other factive mental states, like perceiving that 𝑝 or 

remembering that 𝑝, imply knowing that 𝑝. In other words, the other factive mental 

states imply the truth of their content because they entail knowledge.9 For example, 

if a subject 𝑆 really sees that it is raining, then 𝑆 knows that it is raining. There are 

thus several specific ways in which one can know, such as seeing, remembering, etc. 

Williamson (2000, 39) seeks to elucidate this idea more formally, showing that such 

factive attitudes are expressed in natural language through a factive mental state 
operator (an FMSO) which is semantically unanalysable. The central points of FMSO 

can be summarized as follows: ‘Know’ is an FMSO; and if 𝜙 is an FMSO, then from 

‘𝑆 𝜙s that 𝑝’ one may infer both ‘𝑝’ and ‘𝑆 knows that 𝑝.’ This allows us to capture 

the idea of knowing as the most general factive mental state. For the sake of my 

argument, let us take this approach for granted. Does it apply to group knowledge 

and, if so, how? 

3. Towards Knowledge-First Group Epistemology 

We commonly attribute knowledge to groups. For example, we say that “the United 

Nations knows that the coronavirus is widening global inequality;” “the World 

Health Organization knows that vaccines against coronavirus have a high 

probability of success;” “the jury knows that the accused is innocent.” How should 

we understand these group knowledge attributions? Is group knowledge always 

reducible to knowledge of the members of the group or not? In response to these 

problems, there are two approaches: summativism and non-summativism. 

According to the summativist view, ascribing knowledge to a group is an indirect 

way of ascribing such knowledge to its members. Its first formulation is attributed 

                                                        
7 According to Williamson (2000, 58), “if taking the externalist attitude of rational belief to a given 

content can contribute to one’s mental state, why cannot taking the externalist attitude of 

knowledge to that content also contribute to one’s mental state? (…) [Once content-externalism 

is admitted] the denial that knowing is a mental state [is] ill-motivated.” 
8 See Williamson 2000, 40. 
9 It is relevant to note that ‘believe truly’ does not count as factive mental state, given that it has a 

non-mental component, that is, the truth. See Williamson 2000, 39. 
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to Quinton (1976), but there are several versions of summativism, some being more 

plausible than others. Lackey (2020) developed a minimal version of summativism 

which provides a necessary but not sufficient condition for group knowledge. This 

minimal version holds that a group 𝑔 has knowledge 𝐾 only if some members of 𝑔 

have that knowledge 𝐾. So, the minimal summativist view implies the following 

characterization of group knowledge: 

Summativism =df Necessarily, a group 𝑔 has knowledge 𝐾 only if at least one 

individual 𝑖 is both a member of 𝑔 and has 𝐾. 

□(𝐾𝑔 → ∃𝑖(𝑖 ∈ 𝑔 ∧ 𝐾𝑖)) 

By contrast, the non-summativist view of group knowledge rejects this thesis, 

holding that group knowledge might diverge from individual members’ knowledge. 

So, a group 𝑔 can have knowledge 𝐾 even when no member of 𝑔 has 𝐾. There are 

also several versions of non-summativism, such as Gilbert (1989; 2014), Bird (2010; 

2014), Carter (2015), and Kallestrup (2019). But all of these approaches accept this 

characterization of group knowledge: 

Non-summativism =df Possibly, a group 𝑔 has knowledge 𝐾 even when no 

individual member of 𝑔 has 𝐾. 

◇(𝐾𝑔 ∧ ¬∃𝑖(𝑖 ∈ 𝑔 ∧ 𝐾𝑖)) 

If Williamson’s approach to knowledge-first is correct, how should group 

knowledge be understood? Should it be understood in a summative way? Or, instead, 

in a non-summative way? When Williamson discusses the nature of the evidence, 

he appears to be inclined to accept non-summativism. In this regard Williamson 

(2000, 185) argues that 

The communal case is needed: science depends on public evidence, which is neither 

the union nor the intersection of the evidence of each scientist. We can ascribe 

such knowledge by saying that 𝑝 is known in community 𝑆, or that we know 𝑝, 

which is not equivalent to saying that some, many, most, or all of us know 𝑝. 

Although Williamson (2000) does not develop his argument beyond this 

quote, he seems to accept non-summativism and reject summativism. Therefore, 

according to Williamson, group knowledge isn’t reducible to individual knowledge 

and to individual factive mental states. Instead, one has to resort to collective factive 
mental states in order to accommodate for group knowledge. In this framework, 

while individual knowledge is an individual factive mental state, group knowledge 

is a collective factive mental state. To develop Williamson’s argument, it is worth 

stressing that the general structure of Williamson (2000)’s argument is as follows: 

1. Evidence equals knowledge. 
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2. Communal or group evidence does not equal or reduce to individual 

evidence. 

3. Therefore, communal or group knowledge does not equal or reduce to 

individual knowledge. 

The first premise is dependent on his externalist theory of evidence. In such 

theory, for every individual or community 𝑆, Williamson (2000, 185) equates 𝑆’s 

evidence with 𝑆’s knowledge. So, 𝑆’s total evidence is simply 𝑆’s total knowledge. 

This thesis is called “𝐸 = 𝐾”. According to this theory, a hypothesis is supported by 

𝑆’s evidence if only if that hypothesis is supported by 𝑆’s knowledge. 

Now, according to the second premise, communal or group evidence is not 

(reducible to) individual evidence. Indeed, it is possible that 𝐸 is part of a community 

or group’s evidence, while none of its members has 𝐸. We can support this idea with 

the help of divergence arguments, that is, situations in which the epistemic states of 

some group differ from the epistemic states of individual members of that group. 

Williamson (2000, 185) agrees that such a situation occurs in science since public 

scientific evidence is not the same as the evidence available to each scientist. 

Although Williamson does not offer a concrete example, we will use an example 

inspired by Bird (2014). 

It is possible that a scientific research team deals with complex evidence such 

that the evidence cannot be obtained by any individual alone. As Bird (2014, 55) 

holds, “no modern science depends for its conclusions just on the intellect and the 

evidence of the senses of a single scientist nor even of a local team of scientists.” 

Instead, several individuals are given roles in gathering different pieces of evidence. 

This happens, for example, in the scientific works developed at CERN: results are 

published in papers authored by hundreds of authors, but the evidence and content 

of these papers is not fully known by each one of them.10 In such a case there is a 

distributed cognition, i.e. a division of cognitive labor within a group or research 

team.11 Here the task of gathering evidence is divided into subtasks. Each subtask is 

assigned to different individual members, depending on the area of expertise. 

However, no member of the group is able to grasp each other’s tasks. In such 

scientific work it is possible that the communal or group evidence is different from 

the individual evidence. This can be illustrated with this toy example inspired by 

Bird (2010, 34–35; 2014, 57–58): 

RESEARCH TEAM: Dr. X is a physicist and Dr. Y is a mathematician. Both are 

collaborating on a project to gather evidence 𝐸𝛽 to support a conjecture 𝛽. This 

                                                        
10 See Cetina 1999, Ridder 2019, and Palermos 2020. 
11 The classic example of distributed cognition is presented by Hutchins (1995). 
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project has three parts. The first part is about gathering physical evidence 𝐸𝛼 which 

is a task that Dr. X will do alone. The second part is about gathering mathematical 

evidence that 𝐸𝛼 implies 𝐸𝛽 which is a task that Dr. Y will do alone. And the last 

part is an application of modus ponens to the results of parts one and two, for which 

Dr. X and Dr. Y provided a prewritten text like this: if we have evidence 𝐸𝛼 and if 

we show that evidence 𝐸𝛼 implies evidence 𝐸𝛽, we also have evidence 𝐸𝛽. They 

arrange for an assistant to publish a scientific paper with these three parts if and 

only if the assistant receives from Dr. X the evidence 𝐸𝛼 and from Dr. Y the 

evidence that 𝐸𝛼 implies 𝐸𝛽. Suppose further that Dr. X and Dr. Y have no other 

communication with each other; but each one reached the desired evidence 

without the other knowing this result and, then, a paper with the evidence 𝐸𝛽 is 

published. 

In such a case the research team has the evidence 𝐸𝛽; but none of its individual 

members has it.12 Because Dr. X only has the evidence 𝐸𝛼; and Dr. Y only has the 

evidence that 𝐸𝛼 implies 𝐸𝛽; but neither individually has or is aware of the other 

scholar’s evidence. Nor does the assistant have such evidence 𝐸𝛽, given that he 

limited himself to assembling the three parts and publishing them in a single 

document. Since 𝐸 = 𝐾, we can conclude that in this case the research team has 

knowledge while none of its individual members has that knowledge. Thus, non-

summativism is true. There are many other examples to help establish that 

conclusion. For instance, 

LAW-COURT: Suppose that a jury, as a group, following the best epistemic 

standards has evidence 𝐸 that supports the belief that a particular refugee defendant 

is innocent. However, imagine that each individual member is biased and 

individually lacks the evidence 𝐸; thus, each individual member has no evidence 

to support the belief that the refugee defendant is innocent (instead, each one 

privately believes that the refugee defendant is guilty). In this case, a group has 

some evidence 𝐸, but each individual member does not have 𝐸. Since 𝐸 = 𝐾, we 

can hold that, in such case, the group, the jury, has knowledge while none of its 

individual members has that knowledge.13 

PILGRIMS: Imagine that Joseph and Mary want to go from location 𝛼 to location 

𝛾. Each individual only partially remembers the path (for instance, Joseph has 

evidence from 𝛼 to 𝛽 and Mary has evidence from 𝛽 to 𝛾). Therefore, none of these 

individuals has evidence of the full path from 𝛼 to location 𝛾. However, suppose 

that Joseph and Mary have been working together as a group; in such a case, the 

                                                        
12 As an objection, based on the work of Lackey (2014), it can be said that in RESEARCH TEAM 

we only have evidence production and we have no evidence possession. But we can answer that 

whoever is reading this research team’s paper naturally attributes such evidence to that team. 

Hence the team also possesses evidence. See Ridder 2013. 
13 This case is adapted from Kallestrup 2016. 



Domingos Faria 

44 

retrieval of all the information about the path is done by Joseph and Mary working 

together. So, as a group, they remember the full path from 𝛼 to location 𝛾 and 

hereby have evidence of that path. And we can say that Joseph and Mary, as a 

group, have dispositional evidence of the full path even before consulting each 

other. Since 𝐸 = 𝐾, and even before they consult each other, this group has 

dispositional knowledge of the full path, while none of its individual members has 

that knowledge.14 

If these cases (or at least one of them) are plausible, premise 2 of Williamson 

(2000)’s argument is established. Thus, based on the thesis that 𝐸 = 𝐾, as supported 

in premise 1, it can be concluded that communal or group knowledge does not 

equate or reduce to individual knowledge. Therefore, non-summativism is true.15 

But if that is so, and given that individual knowledge is the most general factive 

mental state, then it is necessary to appeal to collective factive mental states in order 

to account for group knowledge. Following Williamson (2000), it seems that a 

consequence of knowledge-first approach to group knowledge is to acknowledge 

factive mental states at the collective level (in ways that are irreducible to the 

individual level). It is thus necessary to provide and develop a plausible account of 

collective minds and collective mental states in non-summativist terms. But are 

there collective factive mental states? 

4. Group Knowledge as a Collective Mental State 

One may be tempted to answer this question negatively. The main resistance to 

accepting collective mental states is based on the following reasoning: Mental states 

are located in minds, that is, in heads or brains; groups do not have heads or brains; 

therefore, groups cannot have minds or mental states.16 However, this is not a sound 

                                                        
14 This idea is supported by studies of cognitive psychology; see Wegner, Giuliano, and Hertel 1985. 
15 It is possible to criticize such a conclusion holding, based on Wray (2001), Meijers (2002), Hakli 

(2007), that if groups have knowledge, then groups have beliefs; but groups cannot have beliefs 

(given that group doxastic states are voluntary); therefore, groups cannot have knowledge. As reply 

it can be said that the group doxastic states in RESEARCH TEAM and in PILGRIMS seem to be 

involuntary. Furthermore, it is very doubtful that involuntariness is a necessary condition for 

something to be a belief, because there are beliefs based in deliberation. Another possible reply is 

to defend that knowledge does not imply belief, even in a knowledge-first framework, as supported 

by Antognazza (2020). Also as an objection, following Lackey (2020), one can try to analyze cases 

like RESEARCH TEAM, LAW-COURT, and PILGRIMS as groups that are in a position to know 

rather than groups that know. However, we can reply by saying that the groups in such cases 

actually know the target propositions, since they have at least a dispositional belief and knowledge 

that can be readily retrieved for active deployment in reasoning; and in LAW-COURT case the 

group has not only a disposition to believe, but has an occurrent belief. 
16 See Tollefsen 2006. 
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argument, because we can plausibly deny the premise that says “mental states are 

located in minds and minds are in heads.” More precisely, we can deny such premise 

and support our conclusion that there are collective factive mental states with the 

help of the Extended Mind Thesis (EMT).17 According to EMT, the realization of 

mental states sometimes extends beyond skin and skull’s boundaries to include non-

biological material components and/or other biological individuals. We can 

formulate this thesis with the slogan “mental states ain’t all in the head.”18 

In support of EMT, Clark and Chalmers (1998, 8) propose a Parity Principle 

(PP), supported by functionalist intuitions, and offer examples of the mind’s partial 

realization in the environment.19 The main idea of PP can be summarized in this 

way: when devices and other things in the world function sufficiently like things 

we normally regard as cognitive, they too should be regard as cognitive and as parts 

of minds. In order to illustrate the mind’s partial realization in the environment, 

Clark and Chalmers (1998, 12–13) propose an analogy between Inga’s and Otto’s 

cases: 

CASE 1 (INGA): Inga hears about an exhibition at the Museum of Modern Art 

(MOMA) in New York. She starts to think, recalls it’s on 53rd Street and sets off. 

CASE 2 (OTTO): Otto suffers from Alzheimer’s, and as a result he always carries a 

notebook. When Otto learns useful new information, he always writes it in the 

notebook. He hears about the exhibition at MOMA, retrieves the address from his 

notebook, and sets off. 

By PP, we can hold that Otto’s mind includes his notebook, because the latter 

is functionally equivalent with a part of Inga’s brain. In other words, following PP, 

there is no relevant functional difference between the role of the internal memory 

storage for Inga and the role of the notebook for Otto. Then, just like Inga had a 

belief about the museum’s location before consulting her biological memory, so did 

Otto have a belief about the museum’s location before consulting his notebook. Both 

Inga and Otto have a dispositional belief and dispositional knowledge concerning 

the museum’s location. So, according to EMT, not only Inga but also Otto knew, 

                                                        
17 This thesis is also known as “active externalism” or “vehicle externalism.” See Carter & Pritchard 

2018a and Carter & Pritchard 2018b. A different but related thesis is known as the “extended 

cognition thesis” and is about cognitive processes and not mental states. See Pritchard 2010 and 

Kelp 2011. 
18 See Clark & Chalmers 1998, 8. 
19 The original formulation of PP is as follows: “If, as we confront some task, a part of the world 

functions as a process which, were it done in the head, we would have no hesitation in recognizing 

as part of the mental process, then that part of the world is (so we claim) part of the mental process” 

(Clark & Chalmers 1998, 8). 
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even before consulting his notebook, where the museum was. Thus, some of Otto’s 

mental states are determined, in part, by the contents of his notebook. 

However, EMT is ambiguous and there are at least two versions of this view, 

when applied to Otto’s case, namely:20 

EMT-1: It is Otto who believes that the museum is on 53rd Street. 

EMT-2: It is the coupled Otto-notebook system (for short, ‘Otto+’), rather than 

Otto, that believes that the museum is on 53rd Street. 

According to EMT-1, the realization of individuals’ mental states sometimes 

extends beyond the skull boundaries to include non-biological material components 

and/or other biological individuals. In this interpretation, Otto himself is the subject 

of extended mental states.21 By contrast, following EMT-2, the subjects of extended 

mental states are hybrid or coupled systems constituted by the conjunction of 

individuals and artifacts or other individuals. In this latter interpretation, Otto+ 

coupled system involves Otto’s brain and nervous systems plus other features of his 

environment, such as his notebook.22 

Besides that, following EMT-2, Otto+ is a distinct agent of which both Otto 

and the notebook are parts. In other words, it is worth observing that the coupled 
system Otto+ is not numerically identical to Otto. Indeed, if Otto were numerically 

identical to Otto+, then Otto would no longer suffer from any deficiency in memory, 

given that the notebook functions as Otto’s memory. But Otto suffers from a 

deficiency in memory (it is only the coupled system Otto+ that lack such 

deficiency).23 Therefore, Otto is not numerically identical to Otto+. On this basis, 

we can claim that the coupled system Otto+ has more beliefs than the biological 

individual Otto; and something similar happens with groups. 

But is there a criterion to prevent the arbitrary formation of coupled systems? 

What would the criterion to form a coupled system be? Clark and Chalmers (1998, 

17) propose the following criteria: constancy, availability, automatic endorsement, 

                                                        
20 This ambiguity of interpretations is underlined by Adams & Aizawa (2008), Nakayama (2013), 

Miyazono (2017), Milojevic (2018), and Harris (2019). 
21 This is typically the standard interpretation of EMT. 
22 It is relevant to note that Clark and Chalmers (1998) sometimes seem to be inclined to accept 

EMT-2 instead of EMT-1. They hold, for example, that “the human organism is linked with an 

external entity in a two-way interaction, creating a coupled system that can be seen as a cognitive 

system in its own right” (Clark & Chalmers 1998, 8). Such coupled system need not be paired with 

non-biological artifacts only, given that “it is entirely possible that one partner’s beliefs will play 

the same sort of role for the other as the notebook plays for Otto” (Clark & Chalmers 1998, 17). 
23 See Preston 2010. 
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and prior endorsement.24 Regarding EMT-2, we can say that Otto+ is a coupled 

system (constituted by Otto and his notebook) because Otto has constant access to 

his notebook, the system is easily available to him, with an automatic and prior 

endorsement. However, Clark and Chalmers (1998, 17) do not regard these criteria 

as necessary and sufficient conditions.25 

There are several reasons (like the one presented in the penultimate 

paragraph) to prefer EMT-2 interpretation over EMT-1. First of all, following 

Miyazono (2017), the systems reply (SR) to Searle (1980)’s Chinese Room thought 

experiment supports EMT-2.26 According to SR, while the person inside of Searle’s 

Chinese Room fails to understand Chinese, the broader system of which she is a part 

understands Chinese. Analogously, it is the hybrid or coupled system realized by 

Otto and his notebook that has a dispositional belief in the museum’s location. 

Consequently, Otto, as an individual, does not have certain mental states that are 

possessed by the broader system (Otto+) of which he is part. Thus, if functionalists 

have a reason to accept SR, then functionalists also have a reason to accept EMT-2. 

Another advantage has to do with the fact that EMT-2 handles some 

objections better than EMT-1. An important objection to EMT, known as “Otto 2-

step objection,” maintains that there are two stages to Otto’s behavior: Otto believes 

that the museum’s location is recorded in his notebook and, based on that belief, he 

consults his notebook to find out the museum’s location. Thus, Otto does not believe 

in the museum’s location before consulting his notebook.27 This objection can be 

stated in this way, where t1 stands for the time interval just before Otto consulted 

the notebook and t2 for the time interval just after he consulted the notebook: 

1. At t1 Otto believes that the address of the museum is written in his 

notebook. 

2. At t1 Otto does not believe that the museum is on 53rd street. 

3. At t2 Otto believes that the museum is on 53rd street. 

In support of 2, we can say that Otto cannot simply think in order to know 

the museum’s location and that he needs to do something more. But if so, and if it is 

intuitive to accept 2, then EMT-1 is false. However, this objection affects only EMT-

1 and not EMT-2. According to EMT-2, we can accept 1, 2, and 3 because what this 

version adds is the following: 

                                                        
24 Such conditions are also known as “trust and glue” conditions. See Clark 2008, 46. 
25 See Clark 2008, 80. 
26 The Chinese room argument aims to refute the possibility of strong artificial intelligence. 
27 See Rupert 2009, Wikforss 2014, and Harris 2019. 
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4. At t1 Otto+ believes that the museum is on 53rd street. 

5. At t2 Otto+ believes that the museum is on 53rd street. 

In the same way, it can be argued, following Harris (2019), that other standard 

objections to the extended mind thesis, such as the cognitive bloat objection, affect 

only EMT-1 and not EMT-2. The main idea of the cognitive bloat objection is that 

EMT implies that a subject has an implausible range of extended beliefs and 

knowledge.28 For example, if a student has the same relationship with a cheat sheet 

as Otto has with his notebook, then we can say that the student who cheats during 

an exam has the same knowledge and credit as a student who is academically honest 

and does not cheat. But this is an implausible consequence. However, again, this 

consequence applies only to EMT-1 and not to EMT-2. For, according to EMT-2, the 

cheating student, as an individual, does not have the relevant knowledge and does 

not deserve credit on his exam result. Still, this student is part of a broader cognitive 

system that has that knowledge. So, EMT-2 seems more resistant to objections than 

EMT-1. 

Finally, and most importantly for our purposes here, EMT-2 offers support to 

the idea of collective mental states.29 For, according to EMT-2, the relevant 

interactions between individuals and artifacts or other individuals give rise to a 

coupled system that functions as a cognitive system in its own right.30 So, we can 

hold that group minds or collective mental states are realized in coupled systems that 

are constituted primarily by interactions between humans. In other words, similarly 

to what happens in the Otto case, in which there is a coupled system (i.e. Otto+) 

with mental states formed by interactions between Otto and his notebook, it is also 

possible that a group and certain relevant interactions between individuals form a 

coupled system with mental states. 

Thus, group mentality is a form of EMT-2; that is, group minds are instances 

of coupled systems. This way of understanding collective mental states, as being a 

mere instance of EMT-2, is hereby not ontologically mysterious. In addition, EMT-

2 offers a way of understanding group knowledge as a mental state at the collective 

level, along the lines of the knowledge-first approach. In other words, EMT-2 offers 

a plausible account of collective mental states in a non-summativist way. For 

instance, in the PILGRIMS case (§3), we can see that Joseph and Mary have been 

working together as a group so that we can say that they form a coupled system that 

                                                        
28 The cognitive bloat objection is developed, for example, by Allen-Hermanson (2012), Wikforss 

(2014), and Aizawa (2018). 
29 See Tollefsen 2006, Theiner, Allen, & Goldstone 2010, and Harris 2020. 
30 “Relevant interactions” are those underlined by “trust and glue” conditions, such as constancy, 

availability, automatic endorsement, and prior endorsement. 



A Knowledge-First Account of Group Knowledge 

49 

has dispositional knowledge of the full path, although none of its individual 

members has such knowledge. Likewise, in the LAW-COURT and RESEARCH 

TEAM cases, it appears that similar coupled systems are formed, that is, systems that 

have more mental states than their individual parts. 

In short, as the resistance to collective mental states is misplaced (given that 

EMT-2 is plausible), then we can hold that group knowledge is the most general 

collective factive mental state, within a knowledge-first epistemology and along 

non-summativist lines. 

5. Conclusion 

This paper examined the consequences of knowledge-first epistemology, namely the 

thesis that knowledge is the most general factive mental state, with regard to group 

knowledge. The knowledge-first approach, when applied to group knowledge, 

requires to account for factive mental states at the collective level. This is a first 

consequence. We argue that we can make sense of collective mental states, in a non-

summativist way, with the help of the Extended Mind Thesis as long as we interpret 

it as EMT-2. This knowledge-first account of group knowledge has several 

advantages, since it opens the path to explaining group belief, group justification, 

group evidence, group assertion, etc., with reference to group knowledge, reversing 

the traditional order of explanation. For instance, consider the following claims 

concerning group epistemology: a group believes that 𝑝 insofar as that group treats 

𝑝 as if it knew 𝑝; a group belief is fully justified if and only if it constitutes group 

knowledge; the evidence available to some group is the group’s knowledge; a group 

should assert 𝑝 only if this group knows 𝑝; and so on. Thus, in principle, we have an 

elegant and unified framework for understanding the phenomena of group 

epistemology. Of course, defending the tenants of this new approach in detail should 

wait for another occasion.31 
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A CONNEXIVE CONDITIONAL 

Mario GÜNTHER 

 

ABSTRACT: We propose a semantics for a connexive conditional based on the Lewis-

Stalnaker conditional. It is a connexive semantics that is both classical and intuitive. 

KEYWORDS: connexivity, Lewis-Stalnaker conditional, semantics 

 

1. Introduction  

Connexive logic and conditionals are intertwined. The implications of connexive 

systems have long been thought to be candidates for analysing indicative and 

subjunctive conditionals (Angell 1962; McCall 1966; 1975; Cantwell 2008; Kapsner 

and Omori 2017). McCall (2014, 964) says that the logic of causal and subjunctive 

conditionals is connexive “since ‘If X is dropped, it will hit the floor’ contradicts ‘If 

X is dropped, it will not hit the floor’.” Weiss (2019) puts forth sound and complete 

connexive logics for conditionals, using an algebraic semantics in the tradition of 

Nute (1980). However, what is badly missing is an intuitive semantics for a 

connexive conditional. As Kapsner (2019, 516) recently pointed out, no strongly 

connexive logic has “an intelligible and well-motivated semantics.”  

Why is an intuitive semantics for a strongly connexive conditional so hard to 

come by? One of the reasons is that strongly connexive logics are usually many-

valued and it is hard to give some of those values an intuitive meaning. Another 

reason is that many connexive logics do not validate the principle of classical logic 

that anything follows from an arbitrary contradiction. The consequence relation of 

those logics is paraconsistent: the relation is non-trivial even if the premises are 

inconsistent (Priest et al. 2018). This non-trivial reasoning from inconsistent 

premises poses at least a challenge for intelligibility (Rudnicki 2021).  

Here we propose an intuitive semantics for a connexive conditional. We do 

so by defining the connexive conditional in terms of a Lewis-Stalnaker conditional. 

Notably, we remain within the realm of consistent classical semantics for 

conditionals (in the tradition of Stalnaker (1968), Lewis (1973a), and Chellas (1975)). 

The connexive semantics we propose is a modal extension of classical logic (Kripke 

1963). Unlike many connexive logics, our conditional semantics validates, in par- 

ticular, the principle of bivalence.  

Section 2 outlines what a connexive conditional is and explains why the 

current contenders for an intuitive semantics for conditionals are not connexive. 
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Section 3 introduces the idea to restrict the guiding ideas of connexivity to consistent 

antecedents. Section 4 proposes our semantics for a non-restrictedly connexive 

conditional. Section 5 concludes the paper.  

2. What is a Connexive Conditional?  

There are two guiding ideas behind connexive logics. One of them is that no 

proposition can entail its own negation (Anderson & Belnap 1975; Wansing 2020). 

This idea can be understood as follows: for no proposition A, A > ¬A is satisfiable, 

where > expresses a conditional or an implication. The other guiding idea of 

connexive logic is that if A implies C, then A does not imply ¬C. In symbols, if A > 

C, then A ≯  ¬C.1 

Nowadays, connexive logics are taken to express the two guiding ideas by 

validating the following principles.  

¬(A > ¬A)        (AT’)  

(A > C) > ¬(A > ¬C)       (BT)  

Indeed, a logical system is currently said to be connexive only if AT’ and BT are 

theorems and the conditional is non-symmetric (Wansing 2020).2 It is worth 

mentioning that many non-classical connexive logics satisfy AT’ and BT, but still 

violate our guiding ideas. In the logic of Cantwell (2008), for instance, A > ¬A is 
satisfiable, and so is A > C and A > ¬C at the same time. As Kapsner (2012, 143) puts 

it, it “seems clear to me that a logic like Cantwell’s [...] clearly violates the original 

intuitions that first prompted the adoption of [AT’] and [BT].” The ‘original 

intuitions’ or guiding ideas behind connexive logic are, of course, validated by other 

non-classical connexive implications, e.g. Angell (1962) and McCall (1966).  

The two guiding ideas are highly plausible for an intuitive semantics of 

conditionals. And yet the mainstream contenders for the semantics of our everyday 

conditional violate the guiding ideas. Jackson defends that the material implication 

→ of classical logic gives the truth conditions of if (Jackson 1979; 1980). However, 

A → ¬A is true whenever A is false. On the variably strict semantics for conditionals, 

A > ¬A is true whenever A is impossible (Stalnaker 1968; Lewis 1973b). And likewise 

on the strict analysis: where □ is a necessity operator, □(A → ¬A) is true whenever 

A is impossible (Gillies 2007; Kratzer 1989; 2012). Similarly, A → C and A → ¬C are 

both true whenever A is false. The Stalnaker-Lewis conditionals A > C and A > ¬C 

                                                        
1 The two guiding ideas roughly correspond to the two intuitions in Kapsner (2012, 142). 
2 Non-symmetry requires that (A > C) > (C > A) is not valid. A logic is said to be connexive iff in 

addition to AT’, BT, and non-symmetry, AT and BT’ are theorems of the logic. AT says ¬(¬A > A), 

and BT’ says (A > ¬C) > ¬(A > C). 
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are both true whenever A is impossible, and so are the corresponding strict 

implications.  

As we have just seen, the mainstream contenders for the everyday conditional 

violate the plausible guiding ideas of connexive logic. The first guiding idea speaks 

decisively against the material implication. Whenever A is false, A → ¬A is true. 

And whenever A is true, ¬A → ¬¬A is true. Whether or not A is true, the first guiding 

idea is violated.3 The first guiding idea, taken as a desideratum, challenges the 

material implication as giving the truth conditions for if. But perhaps the material 

implication is for other reasons the weakest of the current contenders anyways (Starr 

2019; Edgington 2020).  

3. Restriction to Consistent Antecedents  

Why do the variably strict and strict conditionals violate the guiding ideas of 

connexive logic? The reason seems to be that, from a classical perspective, an 

inconsistent or contradictory proposition entails everything—including its 

negation. We make the natural assumption according to which a proposition is 

inconsistent or contradictory iff it is logically impossible. To be explicit, we say that 

a proposition A is logically possible iff there is a possible world where A is true. A 

proposition A is thus impossible iff there is no world at which A is true. Our 

assumption then says: for each world at which a proposition is evaluated, there is a 

possible world where the proposition is true iff the proposition is classically 

consistent. Furthermore, we say that a world which satisfies a proposition A is an A-

world. Hence, there is no A-world only if A is inconsistent.  

Under our assumption, there is an obvious way to save the guiding ideas for 

the variably strict and strict conditionals. One may restrict the guiding ideas to 

consistent—or equivalently logically possible—antecedents. The first idea would 

become: for no logically possible proposition A, A > ¬A. The second idea would 

become: for any logically possible proposition A, if A > C, then A ≯  ¬C. And indeed, 

the strict and variably strict conditionals validate those restricted principles. □ (A → 

¬A) is true at a world iff ¬A is true at all worlds. By the restriction, we only look at 

antecedents for which there is a possible world where the antecedent is true. So 

there is a world where A is true and thus not all worlds make ¬A true. We have that 

□ (A → ¬A) is not satisfiable if A is logically possible. As to the second restricted 

guiding idea: suppose there is an A-world and all worlds are ¬A ∨ C-worlds. Well 

then there is an A-world which is a C-world, and so it is not the case that all worlds 

are ¬A ∨ ¬C-worlds.  

                                                        
3 Moreover, one of AT’ and AT is violated whether or not A is true.  
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A variably strict conditional A ☐→ C is true at a world w just in case C  is true 

at all A-worlds most similar to w. The restricted guiding ideas are validated. 

Whenever there is an A-world, A ☐→ ¬A is false at any world. Moreover, suppose 

there is an A-world and C is true at all A-worlds most similar to w. Well then there 

is a most similar A-world at which C is true, and so it is not the case that ¬C is true 

at all A-worlds most similar to w. So the restricted guiding ideas are validated by 

variably strict and strict conditionals.4  

The idea to restrict the guiding ideas of connexive logic is not new. Lenzen 

(2020), for example, believes that Aristotle and Boethius—the name givers for AT’ 

and BT respectively—intended the theses to apply only to conditionals with 

consistent antecedents. Lenzen (2019) states the following restricted version of AT’:  

A > ¬(A > ¬A)       (LEIB1)  

Most variants of variably strict and strict conditionals validate LEIB1, as Lenzen and 

Kapsner (2019) already pointed out.5 The latter introduces the restriction to non-

contradictory antecedents under the label of humble connexivity. But not everyone 

thinks the connexive principles should be restricted. Restricting AT’ and BT to 

consistent (or satisfiable) antecedents, so claims for example Wansing (2020, 62), 

makes the “whole enterprise of connexive logic pointless from the standpoint of 

classical logic.”  

Are the connexive theses restricted to satisfiable antecedents more intuitive 

than the original versions? Does a contradictory antecedent entail its own negation? 

Perhaps. Iacona (2019, 6), for instance, defends that the truth of the conditional “If 

it is snowing and it is not snowing, then it is snowing” is “not implausible.” But, even 

if so, the truth of A ∧ ¬A > B for any B is hardly intelligible. A contradiction does 

not help to understand anything. To see this, notice that the conditional “if it is 

snowing and it is not snowing, then it is snowing and not snowing” may well be true 

according to Iacona’s defense. But how is the world like if it snows and it does not 

at the same time?  

It remains to be seen whether the restricted versions of connexivity will 

replace the established concept of connexivity. In the meantime, we propose a 

semantics that puts the restriction into the meaning of the conditional rather than 

restricting the connexive theses themselves. The result is an intuitive semantics for 

an unrestrictedly connexive conditional.  

                                                        
4 The variably strict and strict conditionals likewise validate AT’ and BT.  
5 Lenzen correctly remarks that LEIB1, named after Leibniz, is a theorem of almost all systems of 

normal modal logic.  
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4. A Connexive Conditional  

We have seen that a variably strict conditional A ☐→ C is true at a world w just in 

case C is true at all A-worlds most similar to w. We modify this semantic clause to 

obtain a connexive semantics. The main idea is to require for the truth of a 

conditional that there is an antecedent world. A conditional A > C is true at w iff 
there is an A-world and C is true at all A-worlds most similar to w. In brief, we 

define A > C as A ∧ (A ☐→ C).6 

The variably strict conditional A ☐→ C is automatically true (at any world) 

when the antecedent A is impossible. By contrast, the conditional A > C is 

automatically false (at any world) when the antecedent is impossible. If A is 

(logically) impossible, then there is no A-world, and so no most similar A-world wA. 

Likewise, if there is an A-world, there is a most similar A-world. We have baked the 

restriction to logically possible (or consistent) antecedents into the truth conditions 

of >. To reiterate, A > C is false at any world if A is logically impossible.  

Here is a handy way to state the truth conditions for our conditional. Let [C] 

abbreviate the set of all C-worlds, and [WA] the set of all A-worlds most similar to 

w. We can thus simplify our semantic clause:  

A>C is true at w iff there is wA and [WA] ⊆ [C].  

Why is this semantics connexive? A first reason is that > satisfies our guiding ideas. 

For no proposition A, A > ¬A is satisfiable. Indeed, A > ¬A is true at no world. To see 

this, consider two cases. First, suppose A is possible. Then there is a most similar A-

world wA, but all wA satisfy A and thus do not satisfy ¬A. In symbols, [WA] ⊈ [¬A]. 

Second, suppose A is impossible. Then there is no A-world, and a fortiori no most 

similar A-world wA. Hence, A > ¬A is false at every world. So AT’ is a tautology for 

>.7  

The conditional satisfies the other guiding idea as well. Suppose A > C is true 

at an arbitrary world w. Then there is wA and [WA] ⊆ [C]. So there is at least one 

most similar A-world that satisfies C. This implies that not all most similar A-worlds 

are ¬C-worlds. Hence, A > ¬C is false at the arbitrarily chosen world w. A weak form 

of BT is thus a tautology for >:  

                                                        
6 Lewis (1973a, 25) and Lewis (1973b, 438) strengthen his more subtle semantics for conditionals 

in similar ways. Priest (1999, 145-6) strengthens the strict conditional in a similar way and arrives 

at a semantics for a “simple” connexivist logic. However, he does so in a more complicated way 

using a “symmetrised account.” 
7 By similar reasoning, ¬A > A is false at every world. So AT is also a tautology for >. 
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(A > C) → ¬(A > ¬C)       (BTw)  

This establishes that our conditional is connexive according to Weiss (2019).8 

Moreover, our conditional satisfies the rule form of BT:  

(A > C) |= ¬(A > ¬C)       (BTr)  

This makes our conditional also weakly connexive according to Wansing and 

Unterhuber (2019).9  

As is clear by now, our conditional validates the principle of conditional non-

contradiction, also known as Abelard’s First Principle:  

¬((A > C) ∧ (A > ¬C))      (ABEL1)  

We have illustrated ABEL1 in the introduction by means of quoting McCall.  

It should be mentioned that our conditional does not validate BT. The reason 

is that A > C may be impossible. Then there is no wA>C. And so (A > C) > ¬(A > ¬C) 

is false (at any world).10 But since our conditional validates the guiding ideas and the 

other connexive principles, we think that this result rather casts doubt on BT than 

our conditional. BT is too demanding for expressing the second guiding idea.  

Finally, and to support the point of the last paragraph, our conditional satisfies 

BT when the main connective is replaced by a variably strict conditional which may 

be vacuously true:  

(A > C) ☐→ ¬(A > ¬C)      (VBT)  

Suppose A > C is impossible. Then there is no wA>C. Hence, (A > C) ☐→ ¬(A > ¬C) 

is vacuously true.11  

5. Conclusion  

We have proposed a semantics for a connexive conditional. The conditional A > C is 
true at a world w just in case there is an A-world and C is true at all A-worlds most 

similar to w. This strengthening of the Lewis-Stalnaker conditional validates the two 

guiding ideas behind connexive logics, as well as the connexive theses AT, AT’, BTw, 

BTw’, BTr, BTr’, and ABEL1. Moreover, our conditional validates VBT, a version of 

BT where the main connective is a variably strict conditional. Indeed, the variably 

                                                        
8 Again, by similar reasoning, A > C is false at any world if A > ¬C is true there. So BTw’, (A > ¬C) 

→ ¬(A > C), is also a tautology for >. 
9 Our conditional satisfies the rule form of BT’ as well.  
10 BT’ is also no tautology for our conditional. 
11 VBT’ is valid for our conditional as well.  
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strict conditional ☐→ and our conditional > are interdefinable using only Boolean 

connectives. Where ⊥ stands for an arbitrary contradiction, we have  

A>C=
df 

¬(A ☐→ ⊥)∧(A ☐→ C), and  

A ☐→ C=
df 

¬(A>A)∨(A>C).  

Unlike others, we have not restricted the connexive theses to consistent or 

possible antecedents. Rather we have baked this restriction into the semantics of our 

conditional. The result is a semantics for (causal) conditionals which is as intuitive 

as the Lewis-Stalnaker semantics when the antecedent is (logically) possible. When 

the antecedent is (logically) impossible, our conditional is automatically false. 

Intuitively, the conditional “If the vase is dropped and not dropped at the same time, 

it will hit the floor” is at least not true. And the conditional is not exactly intelligible. 

For all practical purposes, we may consider it false.12 
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ONTOLOGICAL SOLUTIONS  
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ABSTRACT: The idea of the uniformity of nature, as a solution to the problem of 

induction, has at least two contemporary versions: natural kinds and natural necessity. 

Then there are at least three alternative ontological ideas addressing the problem of 

induction. In this paper, I articulate how these ideas are used to justify the practice of 

inductive inference, and compare them, in terms of their applicability, to see whether each 

of them is preferred in addressing the problem of induction. Given the variety of contexts 

in which inductive inferences are made, from natural science to social science and to 

everyday thinking, I suggest that no singular idea is absolutely preferred, and a proper 

strategy is probably to welcome the plurality of ideas helpful to induction, and to take 

pragmatic considerations into account, in order to judge in every single case.  

KEYWORDS: induction, uniformity of nature, natural kinds, natural necessity 

 

In his famous critique, Hume challenged the legitimacy of the inductive inference, 

namely the inference from the premise “observed Fs have been Gs” to the conclusion 

“all Fs are Gs.”1 He was also the first one who responded to the challenge, by 

introducing an ontological principle, i.e., the uniformity of nature, joining which to 

the inductive premise was supposed to legitimate the inference. He was again the 

first one who challenged the response, as the principle cannot be established without 

circularity (Hume 1739). Since then, and despite the initial failure, not only was this 

idea not forgotten, but also further similar attempts were subsequently made by 

others, to solve the problem, in more or less the same way as the uniformity of nature 

does. Among those suggestions, two ideas were distinguished: natural 

kinds and natural necessity. While both were employed in the literature to address 

the problem of induction, there is a subtle difference between them which might be 

historically interesting. While the term natural kinds was initially invoked to 

support the inductive inference, the term natural necessity was introduced initially 

in metaphysics and only then be employed to legitimate the induction. Therefore, 

three ontological alternatives are now available, joining each to the inductive 

premise have been argued to legitimate the inference. In this paper, I will compare 

                                                        
1 There is also an alternative schema for the inductive inference, with the premise “Observed F1… 

Fn have been Gs” to the conclusion “Fn+1 is G.” To the extent of this paper, there is no significant 

difference between them, and because of its prevalence, we work with the first one.  



Mohammad Mahdi Hatef 

66 

them, in terms of their applicability and usefulness, to see whether each of them is 

preferred in addressing the problem of induction. I begin with the more favored 

idea, i.e. natural kinds, then go to the natural necessity, and finally come back to the 

idea of uniformity. 

Natural Kinds and the Inductive Inference 

The tradition of natural kinds, as Hacking (1991) noted, has been mostly concerned 

with the problem of induction. Mill (1843) invoked Kinds when he spoke of 

“subsidiary operations to induction.” John Venn, by whom the term natural kinds 
was coined, also proposed this idea while searching for a basis to apply probability 

rules in the domain of natural objects and events (Venn 1876). According to him, 

these rules owe their applicability on artificial objects to the overall resemblance 

embedded, in advance, in the objects involved in trials, a resemblance which is not 

evident in natural objects. The idea of natural kinds, then, is supposed to provide 

this resemblance in nature, required for probability rules to be applied therein.2 In 

Chakravartti’s words, “The primary motivation for thinking that there are such 

things as natural kinds is the idea that carving nature according to its own divisions 

yields groups of objects that are capable of supporting successful inductive 

generalizations and predictions” (Chakravartti 2007, 152).  

Nonetheless, what has been rarely articulated is details of this support, and 

the way in terms of which the idea of natural kinds fulfills its legitimating role in 

the inductive inference. Here is where my work begins. In order to articulate the 

details, I refer to Sankey’ s account of natural kinds, as it is developed properly and 

addresses the problem of induction clearly. As Sankey (1997) stated: 

We are rational to employ induction when we form our beliefs about the future 

because nature is, in fact, uniform. It is uniform in the sense that the fundamental 

kinds of things which exist are natural kinds of things, which possess essential sets 

of properties. Because all members of a kind possess the same essential properties, 

unobserved members of a kind will possess the same properties as members of the 

kind which have already been observed. This is why, when we infer that an 

unobserved object will have a property which observed objects of the same kind 

have, we turn out to be right. For having such a property is just part of what it is to 

be an object of the same kind as the other objects.3 

                                                        
2 Attempts of the same kind can be seen in Russell (1948), Quine (1969), Boyd (1999), Kornblith 

(1993), Sankey (1997), Ellis (2001), Chakravartti (2007), Bird (2018), etc., noting that Russell’s case 

is somehow different, as he ultimately preferred to refer to Keynes’s principle of limited variety 

rather than natural kinds.  
3 As clear, Sankey’s account is one among many accounts of natural kinds. But its essentialist 
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According to Sankey, were all instances so far observed of a substance with 

say atomic number 26 have the melting point of 1536° C, we can conclude that all 

substances with atomic number 26 have the melting point of 1536° C. The reason is 

that having atomic number 26 is sufficient for a substance to be recognized as iron. 

Moreover, having the melting point of 1536° C is among the essential properties of 

the iron. Supposing invariability of kind essences over time and individuals, 

unobserved instances of iron can be claimed to possess both properties of having 

"atomic number 26" and "melting point 1536° C." Then, if a substance with the first 

property is observed, the second property can be legitimately ascribed. Here is my 

articulation of this inductive inference, based on a classical essentialist conception 

of natural kinds presupposed in Sankey’s account: 

Inference (A) 

(1) All observed Fs have been Gs. 

(2) All Fs belong to kind K. 

(3) G is among the essential properties of kind K. 

(4) If something is F, it necessarily is G. 

Therefore, 

(5) All Fs are Gs. 

In the schema above, the conjunction of lines (2) to (4) and the premise (1) 

seems to legitimate the inference. But let us see how these lines are themselves 

justified. Line (4) is presumably entailed by the conjunction of (2) and (3), as 

necessity is generally presumed to be involved in essentialism. Line (5) is directly 

entailed by (4), and (1) is an observed matter of fact. What we must worry about are 

premises (2) and (3), which are not well-grounded. The idea which philosophers of 

natural kinds had in mind when they invoked these categories seems to be that (2) 

and (3) are justified because they provide the best explanation for an unexpected fact 

stated in (1). On this account, natural kinds solve the problem of induction through 

an IBE for the inductive premise.4 

                                                        
character, inherited from Ellis’ account, makes it a typical instance of the classical conception of 

natural kinds. 
4 There is also another view among philosophers of natural kinds (Kornblith 1993; Boyd 1999) in 

which these categories are appreciated because they provide the best explanation for the reliability 
of induction (or inductive success), not the inductive premise. In this view, natural kinds are not 

supposed to solve the justificatory problem of induction. For an inference externalist, there seems 

to be no significant difference between the justification of an inductive inference and the 

explanation of its reliability. For an inference internalist, however, there is a significant difference 
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Natural Necessity as an Alternative 

Considering that (4) is entailed by premises (2) and (3), and they are inferred thanks 

to their explanatory power as regards (1), one may ask why not initially postulate 

(4), rather than begin with (2) and (3), in order to legitimate the inference? In other 

words, instead of appealing to natural kinds and essential properties to explain (1), 

why not invoke necessary relations directly? Since (4) entails (1), necessary relations 

seem to be capable of affording a rival explanation for (1), with also an advantage, if 

the simplicity of explanation is taken into account and simpler is taken as 

metaphysically weaker. Regarding the premises, two metaphysical postulates are 

involved in (2) and (3): the ideas of natural kinds and essentialism, while only one 

metaphysical postulate is involved in (4): the idea of necessity. Since the idea of 

natural kinds, as it is postulated above, involves itself necessary relations between 

properties,5 premise (4) turns out to be weaker. It urges us to recast the inference in 

a simpler form: 

Inference (B) 

(1) All observed Fs have been Gs. 

(4) If something is F, it necessarily is G. 

Therefore, 

(5) All Fs are Gs. 

This parsimonious version, surprisingly, is followed by an undesired 

consequence: the idea of natural kinds is removed from the inference, as the 

inference is vindicated without appealing to natural kinds. It recalls, surprisingly, an 

alternative solution to the problem of induction, offered by philosophers of natural 

necessity (Shoemaker 1980; Foster 1983; Armstrong 1983; BonJour 1998; Tooley 

2011). Before articulating this suggestion, let us pause here to see whether no other 

advantage is supplied by natural kinds, compared to the natural necessity, which 

invites us to keep kinds. Among others, a virtue traditionally associated with natural 

kinds has been their capability to systematize the generalizations, namely to include 

a multitude of interconnected properties in a kind, and allow us to implicitly make 

these generalizations, while working with kinds. Kinds’ epistemic virtue is therefore 

                                                        
between them. For him, then, the above-mentioned second view would not be a solution to the 

problem of induction, since this problem challenges the justification of inductive inference, and 

needs something more to be answered, something like what the tortoise asked from Achilles 

discussing the deduction, in Carroll (1895). 
5 Not to deny other accounts of natural kinds, Boyd (1999) for example, treats essentialism and 

necessitation differently.  
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a pragmatic one. It is, in other words, a matter of economy of thought, which 

contributes significantly to the abbreviation of the laws of nature postulated in the 

scientific theories. However, not in every case of scientific laws, natural kinds are 

legitimate to be presupposed. In the law of momentum conversation, i.e., m1v1 = 

m2v2, for example, only properties are illustrated, and no kind, implicitly or 

explicitly, is involved. Then, one may claim that there are at least some 

generalizations in science to which natural kinds do not contribute. 

The fact that natural kinds are only pragmatically useful, and even in some 

cases not pragmatically useful, corroborates the idea that, ontologically speaking, 

kinds are not as substantial as properties. It could support views of natural kinds in 

which these categories were taken to be interim tools of practicing science. Recall, 

for example, Russel’s claim that the doctrine of natural kinds “is only an approximate 

and transitional assumption on the road towards fundamental laws of a different 

kind” (Russell 1948, 391), or Quine’s claim that “we can take it as a very special mark 

of the maturity of a branch of science that it no longer needs an irreducible notion 

of similarity and kind” (Quine 1969). It also works as an argument against the 

ontologies which regard kinds as substantial as properties,6 as far as the epistemic 

utility of natural kinds was regarded to contribute to their substantiality. 

Hence, as argued above, there are at least some inductive inferences which 

can be legitimated by appealing to the idea of necessity. Now, one may wonder 

which kind of necessity should be involved in this reconstruction. Considering that 

the explanandum, "all observed Fs have been Gs,” is confined to the actual world, the 

metaphysical necessity, which ranges over all possible worlds, would make the 

explanatory hypothesis redundantly strong. Then, as far as natural necessity is 

considered to be weaker than metaphysical necessity, as it is restricted to the worlds 

governed by natural or physical laws rather than metaphysical laws, the necessity in 

line (4) is preferred to be regarded as natural necessity.7 

This line of argument is taken further by Beebee (2011) who noticed that 

natural necessity is yet too strong. In her words, “the fact that what calls for 

explanation is only that the observed Fs have been Gs is important, since alternative 

explanations come into play, aside from the one that postulates timeless necessary 

connections” (Beebee 2011, 509). Natural necessity, according to her, was the best 

explanation, if the explanandum had been "all Fs have been Gs." But when only "so 

far observed Fs have been Gs," the best explanation seems not to be a natural 

                                                        
6 Lowe’s The Four-Category Ontology: A Metaphysical Foundation for Natural Science (2006) is 

an instance.  
7 Philosophers who take natural necessity as a sort of metaphysical necessity (Shoemaker 1980; 

Swoyer 1982; Ellis 1999; and Fine 2002) naturally skip this moderation. 



Mohammad Mahdi Hatef 

70 

necessity, unless it conjoins with another statement, i.e., "unobserved Fs have been 

Gs, too." The rationale in Beebee’s argument is that a hypothesis may be the best 

explanation for A&B, without being the best explanation for A or B. Hence, she 

introduced a moderate version of necessity, namely a “time-limited necessity” (Nt), 

as a preferred explanation for the inductive premise (1). This notion of necessity, 

however, would not be a solution to the problem of induction anymore, simply 

because (5) is not entailed by Nt.   

Time-limited necessity is a relation with a time index, according to which the 

conjunction between F-ness and G-ness necessarily holds until t, without holding 

necessarily thereafter. But how can a relation be genuinely necessary and expires at 

a particular time? Beebee (2011) and Psillos (2017) attempted to answer this 

question. But I want to address the question in a different way, since what is involved 

in Nt (F,G) can also be recast in a more familiar way, by employing a Goodmanian 

indexed-predicate. Then t (F,G) can be replaced by N (F,Gt), where Gt means “G 

until t.”8 While the inductive premise is explained by both relations, none of them 

supports inductive inference, in a way that rules out inductive skepticism. Now, the 

question is that among the predicates G and Gt, which one is preferred? And as clear, 

it is the very question raised by the new riddle of induction. Then, the debate on the 

timeless necessity and time-limited necessity is connected to the debate on ordinary 

predicates and indexed-predicates. As time-limited necessity leaves Hume’s problem 

unsolved, answering the old problem of induction turns to depend on an answer 

given to the new problem of induction. Then so far as we have any convincing 

solution to set grue-like predicates aside, we have likely a solution to prefer N(F,G) 

over N(F, Gt). 

Cases in Favor of the Uniformity 

Now, let us go back to the inference (B), to see whether the rationale ascribed to set 

natural kinds aside is applicable to the necessity itself. In other words, isn’t there any 

weaker metaphysical alternative to support the inference, compared to necessity? As 

far as the explanation for (1) is concerned, and the explanation is treated as an 

entailment, one may ask why not remove the line (4), and employ (5) directly as an 

explanation for (1)? Is not it possible to use (5) as the best explanation for (1) and 

take it to be true, based on an IBE? A third inference comes with the positive answer 

to this question:  

Inference (c) 

                                                        
8 Such predicates were introduced by Armstrong (1983) as quasi-universals, but just to be rejected 

as opposed to genuine universals. 
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(1) Observed Fs have been Gs. 

Therefore 

(5) All Fs are Gs. 

Obviously, this inference may look premise-circular, as the conclusion is 

indeed the conjunction of premise (1) and a hypothetical statement: “non-observed 

Fs are Gs,” and as the latter sentence has nothing to do with the explanation of (1), 

it seems that the burden of explanation is ultimately on the first conjunct, which is 

at the same time the explanandum. Without denying the circularity, it seems to me 

that it goes indeed back to the IBE structure, not to this particular case, or to the 

inference itself. Note that an explanation referred to here is not a causal explanation, 

which offers, for example, a mechanism responsible for Fs’ being G. What is meant 

by the explanation in this inference is a formal explanation, which involves an 

entailment to the explanandum, that obtains in the above inference. Then, this 

apparent circularity can be ruled out, as far as IBE is recognized as a legitimate rule 

of inference in cognitive activities. 

Adequacy of uniformity as a solution to the problem of induction, however, 

has been challenged extensively by the necessitists. As Foster (1983) argued, 

necessity is required when it comes to distinguishing between uniformities by 

accident and uniformities by necessity. Necessity, in Armstrong’s terms (1983), is 

also an ontological basis which warrants that uniformities observed between the 

instantiations of Fs and the instantiations of Gs hold in every point in time and space. 

Furthermore, necessity is fruitful to explain the uniformity observed, as Tooley 

(1977) illustrated. Nonetheless, there are two cases which show that the justification 

of induction cannot exclusively depend on the necessity: 

First, successful inductions are not confined to natural science. In social 

science, and also in everyday thinking, we commonly make successful inductive 

inferences, while necessity is very hard to be supposed in the social realm. As in 

natural science, there are some law-like statements in social science, which support 

inductive inferences, while these statements are often claimed to be not necessary. 

Take, for example, the relation between money supply and inflation, which goes as 

follows: ‘Inflation will happen, if the money supply grows faster than the economic 

output.’ To suppose any kind of necessity in this relation seems not conceivable. 

Some philosophers who understand laws as something necessary even preferred to 

call regularities in social science as ‘trends’, underlining their difference from laws, 

and saving the latter for the regularities in nature (Little 1986). Theories of social 

reality, Searle’s (1995) for example, also leave no room for any kind of necessity, 
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metaphysical, natural or conceptual, in the social realm.9 According to Searle, the 

institutional reality is constructed through the acts of collective intentionality and 

is grounded on social conventions, which keeps arbitrariness an essential part of the 

social phenomena.  

Second, the solutions for the problem of induction are not confined to 

ontological solutions. As it is known, Bayesian theories have been very successful in 

addressing this problem. Thanks to the conditional probabilities, it can be shown 

that likeliness of a belief regarding unobserved cases can be updated through the 

next observations, following such an equation: P(E′∣E) = (E′∣H) P (H∣E), where E′ 

stands for an unobserved instance, and E for all observed instances. As clear, a 

Bayesian approach is indifferent to the nature of theories, pieces of evidence, 

properties, the relation between them, and even the agent who grasps the evidence. 

No matter whether he is Russell or its turkey, Pavlov or its dog, and whether the 

context is natural or social. The logic of belief update is in all cases uniform. While 

connecting necessity to the justification of induction leads to discrimination 

between inductions in the natural and social sciences, Bayesian approaches treat 

them uniformly. In other words, any kind of discrimination between inferences 

based on their ontological basis seems to be untenable in a Bayesian approach. 

Putting it in terms of natural kinds, one can say that no matter whether a kind is 

natural or social, or even artificial, what supports an inductive inference is its 

reliance on the kind-hood, not the naturalness of a kind. Then, social and artificial 

kinds can be as justificatory to the induction as natural kinds are. In other words, 

making inductive inferences over screws and iPhones, or over money and police, are 

as justified as making inductions over horses and woods. The fact that dogs are 

ancestrally wolves which were evolutionarily manipulated by human beings makes 

no difference in tenability of inductions over each species. Therefore, to make the 

justification of induction depends on the necessity will be accompanied by two 

unpleasant consequences: it is against our observations regarding practicing social 

science, and it underlines discrimination which is not found in other successful 

solutions to the problem of induction.  

Conclusion 

Inductive inferences are made in different contexts, based on different evidence, and 

by different subjects. In some cases, in natural science for instance, natural kinds are 

fruitful means to support these inferences. In other cases, some natural laws for 

                                                        
9 While necessity is ruled out from the social realm by most philosophers, there were also some 

exceptions, Hegel for example, who found necessary interconnections in the social realm.  
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example, the natural necessity is a proper ontological idea to support an inductive 

inference. In some cases, in social science or everyday thinking, nonetheless, 

necessity is neither an economic nor a tenable idea, to be supposed to support the 

inductions. There, uniformity of nature is perhaps all we need to support an 

inductive inference. Then, when it comes to an ontological solution to the problem 

of induction, a proper strategy is probably to welcome the plurality of ideas helpful 

to induction, and to take pragmatic considerations into account in order to judge in 

every single case.10  
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ABSTRACT: Alston (2005) argues that there is no such thing as a single concept of 

epistemic justification. Instead, there is an irreducible plurality of epistemically valuable 

features of beliefs: ‘epistemic desiderata.’ I argue that this approach is problematic for meta-

epistemological reasons. How, for instance, do we characterize epistemic evaluation and 

do we do we go about it if there’s no theoretical unity to epistemology? Alston’s response 

is to ground all epistemic desiderata, thereby unifying epistemology, in truth and truth-

conduciveness. I argue that this move over-unifies epistemology, in effect, giving us a 

single criterion for epistemology on par with the epistemology-by-justification approach 

he rejects. Perhaps surprisingly, we find a similar theoretical worry in Aristotle’s argument 

about the science of metaphysics. Aristotle’s resolution in this problem by the ‘analogy of 

being’ provides a parallel framework to resolve the worries with Alston’s approach. In 

particular, I argue that we can focus epistemic evaluation on the person of epistemic virtue: 

this category will be focal, unifying the disparate desiderata, without reducing to one thing 

all epistemic values or relations that desiderate must bear to the central value. A virtue-

centric account of epistemic normativity follows: one that can remain genuinely pluralistic 

and yet unified as well. 

KEYWORDS: Alston, Aristotle, justification, epistemic desiderata, 

virtue epistemology 

 

William P. Alston’s Beyond “Justification”: Dimensions of Epistemic Evaluation 

attempts to reorient epistemology away from focus on the chimera of a univocal 

concept of epistemic justification towards a new pluralistic approach to epistemic 

normativity. In place of justification, Alston offers us his ‘epistemic desiderata’ 

approach wherein we should view the positive epistemic status of a belief deriving 

from any number of irreducible but epistemically valuable features. So, if we wish 

to analyze the positive epistemic status of some belief, we must look to a plurality of 

doxastic practices rather than analyze some singular, univocal notion of 

‘justification’ that grounds that belief’s status. 

In this paper, I sketch an approach to epistemic normativity arising from 

Alston’s theory of epistemic desiderata and problems with it. Namely, I shall suggest 

a virtue-theoretic account of epistemic normativity which solves problems with 

Alston’s approach: an account inspired by Aristotle. Section One briefly details 
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Alston’s theory of epistemic desiderata as an approach to normativity. From his 

pluralistic approach to epistemically desirable features, Section Two examines a 

meta-epistemological problem or worry arising from his pluralism. In particular, I 

suggest that an indefinite plurality of values undermines the very identity of 

epistemological inquiry and a lack of unity in terms of epistemic evaluation 

generates theoretical problems for such evaluation. Section Three turns to Alston’s 

solution in giving truth-conducivity as the central role epistemic evaluation. Section 

Four argues that Alston’s solution will not work. Alston insists that only truth-

conducivity grounds epistemic desirability; making his theory ultimately as single-

valued and non-pluralistic as the ‘justification theory’ he attacks. A framework to 

solve the meta-epistemological problem comes in Section Five. Inspiration comes 

from Aristotle’s problem of the science of metaphysics and the solution in the 

analogy of being. I argue that a parallel in epistemology can preserve a pluralist 

approach to epistemic desiderate which avoids the worries Alston’s view faces. 

Finally, in Section Six, I argue that the paradigmatic person of intellectual virtue can 

explain all of the ways that a belief may be epistemically desirable on Alston’s own 

list. Thus, we can unify these disparate relations into one norm (=the person of 

virtue) without collapsing them all into each other. And, in the process, we can 

sketch and defend a virtue-theoretic approach to normativity. 

1. Alston’s Epistemic Desiderata 

Drawing on his decades of work in epistemology, Beyond “Justification” crowns 

Alston’s efforts in examining justification, reliabilism, internalism/externalism, and 

his later doxastic practice approach to epistemology. However, this work aims to 

remove ‘justification’ from pride of place in epistemic analysis. He begins with the 

state of justification theory: citing many examples proposed for the nature of 

justification over the past several decades of epistemological investigation. Listing 

the putative analyses of ‘justification’ gives one a feel for the depth and breadth of 

the philosophical quarrels over the concept. Alston gives the following on his list: to 

be justified in believing p means:  

 One cannot be reproached for being confident that p 

 Believing that p violates no epistemic/doxastic/noetic obligations and/or duties 

 Believing/Accepting that p when you have good reason to think it true 

 Having a right to believe that p 

 Believing that p fulfills one’s epistemic responsibility in seeking the truth (and/or 

avoiding error) 

 Believing that p is permitted by adequate/correct norms, rules, and/or procedures 

 Believing that p is evidentially probable 

 Believing that p is based on something reliable with respect to truth 
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 Believing that p is based on adequate grounds 

 Believing that p is produced by reliable faculties, properly functioning faculties, and/or 

epistemic virtues 

 Believing that p fits one’s evidence (2005, 12-15) 

The point of Alston’s catalogue is obvious: there is no single thread upon which one 

can tug to unite all of the various theories of evidentialism, reliabilism, coherentism, 

foundationalism, or any other ‘ism’ from the massive literature.  

When looking at this list reflective of the history of 20th C. analyses of 

justification, we see no unity or agreement or overall at all. Alston thinks of this 

plurality as a datum to be explained; offering two sorts of explanations (2005, 21). 

First, one can accept that there really is some univocal concept of justification. In 

order to make good on this claim, one would need to show that all of the extant 

theories really converge or reduce to whatever univocal concept or that any theory 

diverging from this concept is false (regardless as to whether the correct account is 

extant or to be given). These other false theories are just symptoms of the depth of 

difficulty in epistemological evaluation. That so many gifted philosophers fail simply 

shows how hard the concept is to analyze—not that there is no such concept to be 

analyzed in the first place. 

The second explanation denies the univocal nature of ‘justification.’ Adopting 

this explanation implies that we see epistemology differently. We shouldn’t tilt after 

epistemological windmills: there just is no such ‘thing’ as justification that a theory 

can adequately analyze. Instead, there is an irreducible plurality of things that serve 

as justifiers—i.e. epistemic values—that no single analysis can capture. This to accept 

an epistemic desiderata approach to epistemic evaluation. Instead of one single 

theory of what makes a belief epistemically good, we have a legion of such value-

conferrers. Thus: 

[a]ll we have is the plurality of features of belief that are of positive value for the 

cognitive enterprise. They need no validation from a connection with a supposed 

master epistemic desideratum picked out by ‘justified’ (2005, 22). 

Given a plurality of epistemic desiderata, a catalogue of failed or incomplete attempts 

to analyze ‘justification’ merely serves to show that the attempt is wrong-headed 

from the very beginning.  

But, why should we go with Alston’s explanation? That is, why think that the 

plurality of theories on the list shows that the list is wrong-headed rather than just 

wrong? How do we select which explanation to adopt? Alston’s answer is to begin, 

if possible, from a theoretically neutral point. Justification-theory is a matter of 

epistemic normativity: which epistemic norm(s) give rise to justified belief. From 

normativity of belief, we can move to epistemic value. So, the place to begin in 
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deciding how to approach epistemology is that “[i[f I am justified in believing that 

p, my doxastic state is one that is desirable from an epistemic point of view” (2005, 

23). It is this role played by epistemic value/desirability that gives us our 

theoretically neutral point. And that’s because we can (generally or by-and-large) 

agree on a major epistemic value: namely, truth. For Alston, the epistemic value that 

we desire is to believe the truth; to have our cognition track reality. How does this 

incline us towards the epistemic desiderata approach? Each theory catalogued and 

each analysis on the list belongs there because it picks out something epistemically 

valuable. Reliability, possession of adequate evidence, based in virtues, produced by 

proper functioning, doing nothing epistemically irresponsible or irrational, and so 

on seem to be ways that put one in a better position to believe the truth (or disbelieve 

what’s false). So, by valuing the truth, we can explain why there is an irreducible list 

in the first place: because there are many ways that something can relate to the truth. 

And, thus, there are many ways for some doxastic practice or belief forming 

mechanism to be epistemically valuable. Therefore, the epistemic desiderata 

approach—grounded in the primary value of truth—better explains the ‘irreducible 

list of justification accounts’ datum. 

2. The Meta-Epistemological Problem  

Alston’s argument and epistemic desiderata approach aims to turn epistemology on 

its ear. And, by attacking the central concept of justification, his position revises the 

aim of traditional epistemology. But there is a meta-epistemological worry here 

about just what implications follow from an Alstonian desiderata approach. What 

are we doing when we do epistemology? With a pluralistic list of irreducible 

epistemic desiderata, it’s unclear how we might go about analyzing knowledge or 

warrant or your preferred kind of positive epistemic status. In fact, Alston has to use 

that intentionally and necessarily vague phrase “positive epistemic status” 

throughout the book. And, further, how do we think about wisdom, understanding, 

rationality, etc. in ways consistent with Alston’s deep and abiding pluralism? We 

need not assume that there is a set of clear necessary and sufficient conditions for 

these concepts or anything so clear-cut as that but, rather, my question is higher 

order. Just what is epistemology or epistemological inquiry? It seems we can get no 

better than ‘investigation into epistemically valuable states/processes/etc.’ on 

Alston’s view.  

My meta-epistemological worry concerns the twin notions of identity and 

unity. If we don’t investigate something or somethings, then what is epistemology? 

If all we can manage is an indeterminate list of objects of inquiry ending in only an 

ellipsis, how can we say what it is to do epistemology? This concern here focuses on 
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identity—what is epistemic evaluation—and I fear that Alston’s desiderata approach 

gives no possible answer or set of answers. In short, we can construe epistemology 

as devoted to epistemic evaluation but merely saying that tells us nothing substantive 

about just what we’re doing when we do epistemology. This facet of the meta-

epistemological worry, then, is that without some determine concept or set of 

concepts or, better, field of study, it’s hard to see any disciplinary unity to the field 

and, thus, any identity when it comes to epistemologically distinctive philosophical 

inquiry. This threatens to dissolve epistemology from a theoretical standpoint. 

Further, it seems difficult to see how one could reject any feature of a belief 

as epistemically desirable if we can’t manage some standard(s) arising out of our list 

of desiderata. Why reject wishful thinking, for example, in a principled way from 

our list of epistemically valuable doxastic features? Intuitively, such thinking lacks 

positive epistemic status—it just isn’t epistemically valuable. But why? If there is no 

thread (or threads) running through the pluralism of desiderata, how can we explain 

why we leave this sort of thinking off the list.  

3. Alston’s Solution 

Luckily enough, Alston isn’t so de(con)structive himself: he sees the force of his 

position and tries to clarify ‘epistemic evaluation’ in terms that will preserve 

epistemology as a genuine field of inquiry and/or examination. For him, we need to 

be clearer about the ‘epistemic’ modifier when we think about epistemology as 

‘epistemic evaluation.’ After his negative, ‘there’s no such thing as justification’ 

arguments, we find Alston’s beginning of his positive epistemological program. 

We evaluate something epistemically…when we judge it to be more or less good 

or bad from the epistemic point of view, that is, for the attainment of epistemic 

purposes. And what purposes are those?...I suggest that the primary function of 

cognition in human life is to acquire true rather than false beliefs about matters 

that are of interest or importance to us (2005, 30). 

Epistemic evaluation (as opposed to moral, political, aesthetic, et al.) centers on the 

primary value of truth. On this approach, we have a path to give some kind of unity 

to epistemology as a field of study or philosophical inquiry. Instead of just ‘studying 

epistemically valuable states’ or ‘philosophical investigation into thinking,’ we have 

truth occupying the prominent role in reorienting epistemology. Though we still 

have an irreducibly pluralistic list of epistemic values, these desiderata are 

nevertheless epistemic and, therefore, necessarily bound up with evaluation eyed 

towards truth. Hence, we can avoid the meta-epistemological worries because of the 

unifying work done by truth: where we lose the sense of ‘justification’ in 

epistemology, truth takes up the central axiological role in grounding the set of 
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desiderata. By looking at Alston’s list of desiderata more closely, we can see just how 

crucial the value of truth becomes from his desiderata approach to epistemic 

normativity. 

Alston’s catalogue of epistemic values has five key sections with some 

subsections. Let’s give the list straightaway and see how Alston discusses it. All of 

these figure as key features that can confer epistemic value on a belief (i.e. are 

epistemically value with respect to truth). 

I. Truth 

II. Truth-Conducive Desiderata 

1. Having adequate evidence, reasons, grounds, etc. for the belief in question 

2. Being based on adequate evidence, reasons, grounds, etc. 

3. Being produced by a reliable process 

4. Formed by properly functioning faculties 

5. Formed by epistemic virtue(s) 

III. Desiderata dealing with the formation and discrimination of true beliefs 

6. Having higher order access to the evidence (et al.) for the belief in question 

7. Having higher order knowledge or well-grounded belief counting for the belief 

in question 

8. Being able to defend the (probable) truth of the belief in question 

IV. Deontological desiderata 

9. The belief in question is held permissibly 

10. The belief is formed/held responsibly 

11. The formation of the belief includes no violations of intellectual 

obligations/duties 

V. Epistemically valuable features of belief systems 

12. Explanation 

13. Understanding 

14. Coherence 

15. Systematicity (2005, 39-57) 

Given the catalogue and the role of truth for epistemic evaluation, we can see 

Alston’s assessment of the list. Clearly, truth (I), must play a central role. But it 

confers a pride of place to (II) as well. If truth is the primary epistemic value, then 

those features of beliefs that require truth-conducivity are equally crucial for 

epistemic evaluation. But that’s not the only way that (II) fits in the picture. And 

that’s because both (III) and (V) play their roles as epistemic desiderata by 

connection to (II). For (III), Alston argues that “they earn the title of [epistemic 

desiderata] in an indirect way by contributing to S’s being in a position to arrange 

things in a way that is favorable to acquiring truth beliefs rather than false beliefs” 

(2005, 50). In short, (III) occurs on the list because they, in some fashion, make one 

more likely to obtain the truth; that is, they are indirectly truth-conducive. Alston 

has a similar assessment for (V): 



Alston, Aristotle, and Epistemic Normativity 

81 

there is a clear connection of these desiderata to truth. It consists of their cognitive 

desirability depending on their being associated with a favorable balance of truth 

over falsity in the body of beliefs to which they apply… (2005, 51) 

That is, we can see a role for (V) insofar as they, also indirectly, contribute to one’s 

beliefs being generally truth-conducive. 

The list of desiderata, when combined with a focus on the value of truth, 

therefore allows us to link the major sections of the list together. 

What we have seen is that of the desiderata short of truth itself, the directly [truth-

conducive] desiderata in Group II are clearly the most basic sense they are most 

clearly related to true belief itself, by virtue of being always rendering beliefs true 

or likely to be true. The items in Groups III and V have a more derivative status as 

desiderata through more indirect connections with true belief or the likelihood of 

such (2005, 51).  

So, (I) is the core or foundational value that (II) directly picks up and, by their 

indirect relation to (II), Groups (III) and (V) find their place in the catalogue of 

epistemic desiderata. Alston eschews any reductive analysis here but, by linking to 

truth through (II), he can show how the catalogue displays a kind of unity through 

truth-conducivity. And that “kind-of” unity is the sort of answer we need to solve 

the meta-epistemological worry above. We have unity (in a way) without reducing 

epistemological evaluation to a single, univocal concept like ‘justification.’ We can 

have a pluralist, desiderata approach and a coherent epistemological methodology 

and aim in one theory. 

Unfortunately, Alston’s solution won’t give us the answer we need, and that’s 

because it moves us too close towards the non-pluralist approach against which he 

sets his desiderata theory. In the next section, I’ll digress briefly from Alston to see 

how a similar problem and solution drives an important theory from Aristotle’s 

metaphysics and turn in the section thereafter to my critique of Alston. In 

understanding the Aristotelian problem of the science of metaphysics, we have a 

parallel problem forces Aristotle to a similar solution as we see in Alston. And that 

will drive both my criticism and my own solution to the meta-epistemological 

problem that Alton’s theory of desiderata threatens. 

4. Why Alston’s Solution Won’t Work 

Alston attempts to unify epistemic evaluation via a central focus on truth and truth-

conducivity. The unity that grounding all desiderata in (II) provides allows us to 

make sense of what we do when we do epistemology. Alston praises his desiderata 

approach for its strikingly pluralist view of epistemic value. And it seems that way: 

we have a diverse list of epistemically desirable features that can’t be reduced to 
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others. Recall that Section Two gives a list of five kinds of epistemic desiderata. And 

we’ve seen that (II) prompts (I) via reliability with (III) and (V) indirectly relating 

to (II). These interrelations with (II) at the center provides the unity we are seeking 

to solve the meta-epistemological worry from Section Two. But (IV)—deontological 

desiderata—has been conspicuously absent from our discussion so far. Where do 

they fit into Alston’s theory? That’s a bit of a trick question: they don’t. The 

deontological elements of (IV), Alston argues, requires concepts like holding beliefs 

responsibly, permissibly, or in way that violate no epistemic obligations or duties. 

This seems to require, via the Kantian ‘ought implies can’ dictum, that we have 

control over our beliefs. If I ought to believe in certain ways (responsibly, 

permissibly, …), then believing must be under my control. And yet our beliefs aren’t 

really under our control; they arise in us or occur in us without our volition. 

Thus none of the deontological candidates makes the grade. [Versions of 9] fail 

through the failure of the version of voluntary control of belief presupposed by 

each to be a real possibility for human beings. And [11] fails through not being 

connected with truth in the right way. Thus they will receive no further attention 

in the development of the [epistemic desiderata] approach to the epistemology of 

belief (2005, 80). 

I skipped (IV) in my earlier discussion because Alston ultimately rejects this group 

as a genuine set of desiderata. Foley-ian considerations face a similar assessment. For 

Foley, epistemic rationality (=justification, more or less) connects with what can 

survive reflective, critical self-scrutiny. Thus, we have no requirement that 

rationality entail reliability (or truth-conducivity). And it’s that final point to which 

Alston objects: 

[s]ince I take a status of a belief to be an epistemic desideratum only if it is desirable 

from the point of view of the aim of having true rather than false beliefs on matters 

of importance and/or interest, I do not recognize being justified or epistemically 

rational in these senses as distinctively epistemic desiderata (2005, 93).  

Since Foley-ian rationality implies no truth-conducivity, it fails to be a genuine 

epistemic desiderata on Alston’s view. 

I cite the rejection of (IV) and Foley-ian rationality/justification to make the 

following point: truth-conducivity is the necessary condition for genuine ‘epistemic 

desiderata’ status for Alston. If some epistemic feature of a belief (process, web of 

beliefs …) doesn’t directly or indirectly contribute to truth-conducivity or 

reliability, it has no place in Alston’s theory. Thus, Alston’s theory isn’t all that 

pluralist or inclusive. This theory works on the notion that it’s truth-conducivity 
that really does the epistemic heavy lifting when it comes to epistemic normativity 

and evaluation. This realization leads towards two points of criticism. 
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First, (II) seems to doing all of the really significant work in the theory. 

Alston’s theory clearly makes (II) central but his view goes beyond making it central 

towards making it the criterion for status as an epistemic desiderata. Now, clearly 

the features in (III) and (V) do not reduce to truth-conducive features in (II) but 

those features are epistemically valuable (for Alston) only by virtue of their indirect 

truth-conducivity. Thus, they would seem to belong as subsections of (II). Indirect 

truth-conducivity is still truth-conducivity, after all. 

Because of his insistence on truth-conducivity, it seems as though all genuine 

epistemic desiderata really fall under one group—Group (II). The result is that his 

epistemic desiderata theory isn’t really pluralist. Given his arguments about non-

truth-conducive features, we see that only one type of desiderata really counts; 

namely, those that reliably lead to the truth. 

Alston only rejects ‘justification’ as the single conferrer of positive epistemic 

status while it provides another single category that plays the same role. Truth-

conducivity functions the same in conferring such status as the ‘justification’ Alston 

attacks. A genuinely pluralistic approach cannot admit of higher-order unification. 

In short, Alston falls victim to the very same thing he criticizes of ‘justification’ 

theory. Though the properties are pluralist, the relations they must bear to one 

epistemic value (truth) or what makes them epistemically valuable admits of no real 

diversity. All the real work is done by truth and truth-conducivity. 

Second, Alston seems to restrict genuine epistemic status to truth-conducivity 

without really arguing for it. He begins with the plausible claim that having true 

beliefs and avoiding false ones provides the primary epistemic value upon which to 

construe epistemic normativity. But the immediate response is not truth simpliciter 
but the reliable attainment of truth. That is, Alston moves from the claim that truth 

is epistemically valuable to the claim that only features that successfully attain truth 
are epistemically desirable. And that, it seems to me, doesn’t follow without more 

argument. One can accept the value of X without insisting that the only thing 

desirable is the actual attainment of X. For instance, it seems possible to think that 

being properly motivated to obtain X can be desirably even if ‘being motivated to 

obtain X’ doesn’t entail the actual obtainment. An instance of this sort of approach 

would be James Montmarquet (2000). He defends an ‘internalist’ approach to 

epistemic virtue. Like Alston, he thinks that truth is valuable and that epistemology 

should focus on it as the proper end or aim of our cognition. But what he denies is 

that we should construe this epistemic teleology in terms of success or reliability. 

Specifically, he says that ‘trying’ to get to the truth, in in the right way(s) 

presumably, is epistemically desirable—it’s an epistemically good thing to try to get 

to believe truths (2000, 136). 
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And this is a crucial point: we can maintain some end as a value conferrer 

without requiring the attainment of that end. Let’s return to Group (IV) and Foley-

ian rationality. If we can make sense of believing permissibly or responsibly (solving 

Alston’s doxastic involuntarism worries), then would we think of that as aimed at 

the truth? That seems quite plausible. To believe irresponsibly would usually lead 

one to believe in ways that would not promote true beliefs. For instance, I take it 

that wishful thinking/believing is irresponsible. And that would not promote 

believing the truth. But does responsible believing entail reliability? Probably not. 

As a matter of contingent fact, responsible believing is probably reliable or truth-

conducive, but it would be overly strong to say that responsible believing entails that 

your beliefs are likely to be true. Similarly, would Foley-ian, surviving-self-scrutiny 

reasoning typically lead to the truth? As with responsible/permissible believing; 

probably. But does survival of self-scrutiny entail problem truth or reliability? 

Clearly not. Many scientific beliefs in the distant past, for example, survived self-

scrutiny millennia ago and such beliefs turned out to be unreliable. But, 

nevertheless, self-scrutiny does aim at the truth and, to my lights, would be an 

epistemically good thing even without requiring that such scrutiny be truth-

conducive, reliable, or successful. 

Take the other side of the epistemological coin. We can’t rule out, a priori, 
that intuitively non-valuable doxastic practices, such as wishful thinking, cannot 

find their way onto the list. The old epistemological standby of the evil demon world 

suffices here, but we might also appeal to considerations which suggest that certain 

cognitive heuristics can be both reliable and yet intuitively irrational.1 Prizing truth-

conducivity as the only epistemic value-conferrer won’t only exclude plausibly 

valuable doxastic practices like those above but also possibly include irrational yet 

reliable features, too. 

So, we have two sets of objections here. First, we see that Alston doesn’t really 

give the epistemic pluralism he claims. Instead, he effectively replaces ‘justification’ 

with truth-conducivity rather than offering a revisionary or revolutionary pluralism 

about epistemic normativity. At the end of the analysis, there’s only one kind of 

epistemic normativity or value: that of truth-conducivity. And that single category 

of desiderata is in deep conflict or tension with the avowed pluralism motivating the 

desiderata approach. Second, Alston unduly focuses on the attainment of truth as 

epistemically valuable. Granting the value of truth, we can maintain other relations 

besides success, reliability, or truth-conducivity as epistemically desirable: notably 

aiming at or trying to get to the truth. 

                                                        
1 See, e.g. Elgin (1988) and Bishop (2000). 
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5. A Better Solution 

What Alston needs is a way to unify a genuine plurality without making all features’ 

value collapse on the single value of truth. What is needed is a plurality, not only of 

epistemic desiderata, but of the relations that a doxastic practices may bear to the 

central, focal epistemic value to count as legitimate desiderata. I suggest looking to 

a source that may seem completely irrelevant to the topic at hand for help: namely, 

Aristotle’s problem of the genus of being and the science of metaphysics. 

Here the problem: in the Metaphysics, each science—i.e. theoretical field or 

discipline—must have a distinct species or category of thing that it investigates. Yet, 

metaphysics—the study of being qua being—lacks this: Aristotle argues in 

Metaphysics (B.3) that there is no genus of being. Famously, Aristotle maintains that 

“being is said in many ways” (Γ.2). But without the unity (univocity) of being and, 

thus, some discrete category as the subject for metaphysics, it’s hard to see how 

metaphysics can be a genuine science. (This is parallel to my meta-epistemological 

worry about Alston’s desiderata approach in Section 2.) What Aristotle needs is some 

way to unify ‘being’ without thinking of reality as one single thing. 

The famed ‘analogy of being’ comes into play here. Aristotle accepts that there 

really is no category of ‘being’ or ‘everything that exists.’ But accepting the non-

univocity of being doesn’t imply that it’s equivocal either. He carves out a space 

between purely synonymous and ambiguous meaning. The meanings of ‘being,’ he 

argues, are linked together but not in a way that reduces their meaning to one single 

thing. His example is health. We call a person, urine, and a diet—for instance—

healthy. But is the health of a diet and the health of urine the same? Not at all: what 

it is for urine to be healthy is not at all what it means for a diet to be healthy. But 

thought their meanings are distinct, they are related. When urine is healthy it is a 

symptom of a healthy person and when a diet is healthy it is what promotes health 

in a person. So, while the health of a diet and urine aren’t identical, they are 

connected by relation to the health of a person. Neither a diet nor urine could be 

healthy were it not for their relation to the health of a person. ‘Healthy,’ then is not 

univocal (because it is ‘said in many ways’) but it isn’t entirely equivocal either 

(because the meanings are connected). We can call this via media between univocal 

and equivocal usage analogical or, following Owen (1960), focal meaning. The use is 

analogical (in the Greek sense of analogia as a relation or proportion) because the 

use of the analogical senses—while distinct—always converge in some sense that is 

primary.2 For health, saying that urine and a diet are healthy necessarily focuses or 

converges on the primary use of ‘healthy’ as predicated of a person. 

                                                        
2 Hence the term “focal:” the analogical senses focus on some primary meaning. 
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The category of ‘substance’ or ‘thing’ plays the primary or focal role in 

metaphysics. Everything that is exists by virtue of being a substance or a property 

of/in a substance. So, while the existence of a property (redness, say) is different from 

that of a substance (an apple, say), the property exists only because of the substance 

of which it is a property. The redness of the apple exists only because of the apple—

not vice versa. So, while there are many senses of ‘being,’ they are all connected to 

and focused upon the being of substances. 

We have unity—in the focal category of substance—with legitimate 

plurality—many different kinds of things exist as the subject of metaphysics and 

these different kinds of things bear different relations to that one central category 

(substance). Aristotle, then, defends a fully genuine (ontological) pluralism that’s 

also sufficiently unified. The unity, via the category of substance, gives metaphysics 

the theoretical underpinning needed to solve the ‘no genus of being’ problem. 

As I see it, we have the framework for a solution for an epistemic desiderata 

approach paralleling Aristotle’s solution we sketched in the previous paragraph. 

First, we can agree with both Alston and Aristotle that some category, group, or 

what have you is primary. Focusing on one epistemic value in this way with make 

possible that group’s unifying role. And that’s what we need to solve the meta-

epistemological problem. Second, we can avoid the non-pluralism with which 

Alston ends by accepting several ways that a belief can relate to the focal value as 

epistemically desirable. That is, we can accept the unifying potential of some central 

epistemic value but reject the narrow focus of reliable success that Alston insists by 

recognizing only conducivity. 

However, this provides only a skeleton or a framework for a solution—not 

the solution itself. Which epistemic value/desideratum should be parallel to 

Aristotle’s substance—which is the focal value that can appropriately unify 

epistemology? And how can we go about specifying the pluralist relations to this 

value in a theoretically appealing way? That is, even given one value (=truth) with 

many different types of relations won’t go far enough in saying just how we think 

those different relations fit together. An indefinite list of relations ending in an 

ellipsis does us no better than the same for a list of desiderata.  

6. Virtue Theory and Epistemic Desiderata 

For the purposes of evaluating Alston’s theory, we have seen that a truth-conducive 

or reliabilist criterion of epistemic normativity is lacking. We find Foley-ian, 

deontological, responsibility, etc. based accounts of beliefs to be epistemically 

valuable and, therefore, a strictly reliabilist theory of normativity can’t explain the 

desirability of these features. 
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An evidentialist approach to epistemic normativity fails in precisely parallel 

ways. For instance, an evidentialist can’t explain the value of Group II (3)-(5): 

reliable production, formed by properly functioning faculties, and grounded in 

epistemic virtues, respectively. If it’s evidence that confers value, it’s hard to see how 

reliability or proper functioning plays any substantial role. Of course, one may 

obtain evidence by one’s faculties, but the quality of the evidence has to split from 

the reliability or proper functioning of those faculties lest that evidentialism slide 

into reliabilism or proper function theory itself. 

I want to draw a general conclusion here. Neither reliabilism nor 

evidentialism can explain intuitive candidates for epistemic desiderata. And that’s 

because they focus on relatively narrow properties of beliefs (i.e. being produced by 

reliable faculties and being based on evidence). However, if we consider Alston’s 

Group (IV)—deontological desiderata—as genuinely epistemically valuable, we can 

draw more general implications. Group (IV) includes the following: 

9. The belief in question is held permissibly 

10. The belief is formed/held responsibly 

11. The formation of the belief includes no violations of intellectual obligations/ 

duties 

I want to center on (9) and (11). It’s hard to really think about these desiderata 

without considering the crucial role played by the believer in holding these beliefs. 

(9) says that a belief must be held permissibly. Presumably, a belief is held in a 

certain way only by consequence of the believer believing in a certain way. 

Regardless as to whether the believing is volitional, non-volitional, indirectly 

volitional, or what have you, the subject doing the believing in a particular way is 

absolutely essential to (9). Similarly, (11) makes free use of intellectual obligations 

or duties in specifying one kind of epistemic value a belief may have. But, as with 

(9), the duties don’t apply to the beliefs themselves but rather to the person doing 

the believing. In particular, (11) states that the believer must believe in certain way 

for that belief to have epistemic value. Thus, for (9) and (11) at least, there must be 

some way to account for epistemic normativity capturing the believer’s role in 

coming to her beliefs. A theory of epistemic desiderata must include grounds for 

epistemic normativity not based solely in the properties of beliefs. Instead, there 

must be some agent-central or belief-central values at work to really explain these 

desiderata. 

Reliabilism and evidentialism, as well as any belief-based theory of epistemic 

normativity, cannot account for the full, pluralistic range of desiderata we want to 

consider. At the very minimum, we must include some agent-centered elements to 

the theory. This point is the first step in my own answer: to take the person or agent-
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based approach as the basis. Instead of asking whether we can account for these 

agent-based elements in a belief-based theory, I suggest we should follow the virtue 

epistemologist’s maneuver to ask the opposite question: can we account for the 

epistemically desirable belief-based features in an agent-based theory? I think the 

answer is ‘yes’ and it does so in a way that fits the framework for a solution to the 

meta-epistemological problem discussed in Section Six. 

Virtue epistemology directs epistemology primarily towards the agential 

features of believing and defines/grounds key epistemological concepts in terms of 

the properties of the agent. Epistemic properties of beliefs—based on evidence, 

reliably produced, etc.—are then accounted in terms of the properties of agents. 

Turri, Alfano, and Greco (2019) call this the “direction of analysis” thesis; virtue 

epistemology moves from agent-based concepts to belief-based concepts (rather than 

the non-virtue, traditional movement from beliefs to agents). So, the question 

becomes: can we explain epistemic normativity—i.e. epistemic desiderata—in terms 

of properties of agents and, from there, move to the normativity of beliefs? The key 

to the ‘yes’ question is to avoid fixing primarily on the virtues of an agent themselves 

but rather on some paradigmatically intellectually virtuous person and what’s true 

of them. Thus, my view takes a (paradigmatically virtuous) person as the primary 

norm and explains other desiderata by relation to that person’s thinking, motives, 

properties, or what have you.3 
I doubt one could take some set of intellectual virtues, defined either in terms 

of dispositions, abilities, traits, or whatever, and use them to account for the value 

of reliably produced beliefs. Evidence is straightforward, I presume, since standard 

accounts of epistemic virtues will include those that direct the proper obtaining, 

weighting, maintaining, and using of evidence. Thus, there’s a clear role for evidence 

qua desideratum on a virtue theory. But reliabilism is harder to see. Here’s where 

the focus on the person of virtue becomes crucial. And that’s because the 

paradigmatically rational person will most likely have reliable and properly 

functioning faculties (leaving demon world scenarios aside). Now, we may not 

define virtues in ways that make them reliable or truth conducive,4 but I take it that 

the intellectually ideal person of virtue will have such faculties even if those virtues 

aren’t defined by reliabilist criteria.  

                                                        
3 Compare this to Aristotle’s emphasis on the person of virtue (phronimos) as a standard for ethics. 

His definition of ‘virtue’ in Book II of the Nichomachean Ethics explicitly builds the judgment of 

the phrominos into the nature of moral virtue. Both his view and mine, therefore, emphasis the 

ideally virtuous person as crucial in understand moral and epistemic value, respectively. 
4 See, e.g. Montmarquet (2000), Wedgwood (2020), and Wright (2009; 2010). 
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Let’s go through Alston’s sets of desiderata and see what we can say about the 

paradigmatic person of virtue. Group (II) is Alston’s hinge set of desiderata as the 

truth-conducive set. It includes: 

1. Having adequate evidence, reasons, grounds, etc. for the belief in question 

2. Being based on adequate evidence, reasons, grounds, etc. 

3. Being produced by a reliable process 

4. Formed by properly functioning faculties 

5. Formed by epistemic virtue(s) 

As mentioned above, we find a very plausible role that evidential concerns like (1) 

and (2) play in a virtue theory. Given the plausible assumption that evidence-based 

virtues will be among the person of virtue’s store, these desiderata are easy to 

explain. And our previous discussion sets up (3) and (4): the person of virtue will 

typically have faculties that function reliably/properly. And (5)’s fit on a virtue 

approach is obvious. 

Group (III) desiderata include:  

9. Having higher order access to the evidence (et al.) for the belief in question 

10. Having higher order knowledge or well-grounded belief counting for the belief 

in question 

11. Being able to defend the (probable) truth of the belief in question 

Will the person of (intellectual) virtue be in a position to defend her beliefs and have 

higher order access/knowledge/justification (when possible)? That strikes me as 

obvious if we are indeed talking about the paradigmatically virtuous agent. Certainly 

virtues of intellectual curiosity and determination will spur the person of virtue to 

put herself in the best epistemic position possible with respect to her beliefs. Groups 

(IV) and (V) provide no serious problem either. They pick out:  

9. The belief in question is held permissibly 

10. The belief is formed/held responsibly 

11. The formation of the belief includes no violations of intellectual obligations/ 

duties 

And 

12. Explanation 

13. Understanding 

14. Coherence 

15. Systematicity 

Now, granted the approach is aretaic rather than deontological,5 will the person of 

virtue violate any epistemic obligations or do anything irresponsible or 

                                                        
5 A fortiori, Linda Zagzebski (1996, 241-242) has defined epistemic duties in terms of epistemic 
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impermissible? Presumably not. Even if there is an occasion where the virtuous 

agent doesn’t follow some rule, some epistemic analogy of the ‘do you steal a loaf of 

bread to feed a starving family’ sort of scenario, this will be atypical. By and large, 

the person of virtue will act in perfectly permissible and responsible ways and, 

accordingly, the person of intellectual virtue will believe in perfectly permissible 

and responsible ways. Thus, (9)-(11) fit a virtue approach to epistemic normativity 

nicely.  

What of (12)-(15)? Will they characterize the belief systems of the person of 

intellectual virtue? Again, I think the answer is obviously affirmative. If one has the 

ideal set of virtues, will one’s beliefs explain and be explained; will that person 

understand a great deal; will that person’s beliefs cohere with one another; and will 

that person’s beliefs effect a systematic approach to a range of subjects? If we are 

considering, again, the paradigmatic person of virtue, I can’t imagine answering ‘no’ 

to these questions. Of course, typical and fallible agents fail in all sorts of ways but 

we are considering the ideal virtuous agent. 

What of the Foley-ian critical self-scrutiny rejected by Alston? Again, we 

must ask: does the ideal person of virtue reflect critically on her own beliefs, doxastic 

practices, commitments, and so forth? Yet again, the intuitive answer seems to be to 

be ‘yes.’ I doubt we could or would consider an unreflective, uncritical person as 

ideally intellectually virtuous. So, we can explain the value of Foley-ian features by 

their connection to the person of intellectual virtue. 

Only one group remains: truth. For Alston, Group (I) hinges the set of 

desiderata because of its relation to (II). Truth-conducivity has value because it 

promotes the primary epistemic value of the truth itself. Where does a virtue 

approach to epistemic normativity place truth? Like Alston, truth plausibly has a 

central role in epistemic evaluation. We can see this by asking what drives the 

person of virtue. Following Linda Zagzebski, we can think of the overarching goal 

of an intellectual virtue as ‘cognitive contact with reality’—i.e. truth (1996, 167). 

Now, I’ve argued that a truth-conductive approach restricts our desiderata 

inappropriately, but recall from Section Four that truth can be valuable in non-

conducive or success-based ways. Appropriately trying to get the truth or aiming at 

the truth can be valuable as well. And it’s this ‘aiming for the truth’ that makes an 

epistemic virtue a virtue and, thus, is the most fundamental characteristic of the 

person of virtue. Clearly, then, a virtue approach appreciates the value of Group (I) 

since it encodes the truth in its axiology of virtues (at least, from a Zagzebskian 

perspective). 

                                                        
virtue, so the connection between aretaic and deontological concepts, in epistemology, may be 

even closer than on the account offered here. 
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How precisely does this help us solve the meta-epistemology problem from 

the outset? All of the groups Alston affirms and denies status as desiderata have a 

place in virtue theory. By using the paradigmatic person of virtue as some sort of 

standard or criterion, we can explain the epistemically desirable features of both 

agents and beliefs incorporated in the various desiderata mentioned. Thus, we can 

accept a pluralism about epistemic normativity deeper than Alston’s and yet retain 

the primary value of truth he also emphasizes. There are many epistemically 

valuable relations to the truth on this view: reliable success in attaining it, 

responsible seeking of it, defending one’s beliefs in light of it, reflecting on one’s 

cognition with an eye towards it, cultivating traits aimed at it, obtaining evidence 

for it, and so on. All of these different relations mark out different features holding 

of the person of intellectual virtue; her function, character, etc. unifies these 

epistemically desirable relations in various ways. Where Alston slips is in thinking 

that only one of these relations really makes something epistemically valuable. My 

view accepts all of these relations as genuinely desirable and, at the same time, shows 

that they all hold for the person of virtue without requiring one single way they 

must relate to this focal value. 

My solution, therefore, keeps with Aristotle’s use of substance in the 

Metaphysics. I emphasize the crucial role of the person of virtue as a way to explain 

the value of a pluralistic set of relations that are mutually irreducible and not inter-

definable. The person of virtue, thus, unifies the diverse epistemic desiderata but she 

does not do so in a way that makes all of these desiderata ultimately collapse into 

one category: we have a genuine pluralism that’s also robustly unified. And that sort 

of theory fits exactly on the framework developed in Section Six. 

7. Conclusion 

Given my arguments and position in this paper, we can find an illuminating role for 

virtue theory on epistemic normativity. Leaving aside particular worries about 

Alston or uses of Aristotle, I that that point as the major upswing of my theory. The 

hopelessly vague ‘aiming that the truth’ works through the more perspicuous person 

of intellectual virtue as a way to explain the seemingly disparate and unrelated sorts 

of epistemic values one might consider. However, these values do have a relation to 

each other insofar as they each relate to the person of virtue. Ultimately, then, the 

value of truth filters through the person of virtue as some sort of norm to ground 

epistemic value and theories of normativity. But the normativity of the ideally 

virtuous person doesn’t collapse the other values into each other: truth-conducivity 

really is epistemically good just as evidence, critical self-reflection, responsible 

believing, and so on. Accordingly we have a view relating epistemic values to 



Benjamin W. McCraw 

92 

epistemic norms to epistemic desiderata in a way that allows for unity with a robust 

plurality. Alston had the right sort of view about where we should be heading even 

if his particular route won’t get us to that destination. 
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DECISIONS CONCERNING 

DISJUNCTIVE OBLIGATIONS 
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ABSTRACT: This paper introduces two new paradoxes for standard deontic logic (SDL). 

They are importantly related to, but distinct from Ross' paradox. These two new paradoxes 

for SDL are the simple weakening paradox and the complex weakening paradox. Both of 

these paradoxes arise in virtue of the underlying logic of SDL and are consequences of the 

fact that SDL incorporates the principle known as weakening. These two paradoxes then 

show that SDL has counter-intuitive implications related to disjunctive obligations that 

arise in virtue of deontic weakening and in virtue of decisions concerning how to discharge 

such disjunctive obligations. The main result here is then that theorem T1 is a problematic 

component of SDL that needs to be addressed. 

KEYWORDS: deontic logic, weakening, disjunction, decision theory, obligation 

 

1. Introduction 

SDL is the standard system of deontic logic that was developed importantly by von 

Wright and others in the 20th century.1 The typical axiomatization of SDL is as 

follows: 

A1. All well-formed tautologies.  

A2. O(p  q)  (Op  Oq). 

A3. Op  Op. 

R1. If p and p  q, then q.  

R2. If p, then Op.2 

So, SDL is just the modal logic KD with the operator O interpreted as “obligation” 

and P as “permission” such that Op is equivalent to Pp.  From these axioms the 

following theorem importantly follows: 

T1. Op  O(p  q). 

                                                        
1 See von Wright 1951; McNamara 2019; and Hilpinen 2001. 
2 See Hilpinen 2001 and McNamara 2019. 
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Notice that T1 is a form of weakening that is embedded in SDL.  Let us then begin 

to consider some important and problematic implications of SDL that arises in virtue 

of T1.   

Suppose it is true that Op. By T1 it follows that O(p  q). But note that this 

holds for any and every qi whatever and it is reasonable to suppose that there are an 

infinite number of such alternatives or at least vastly more such alternatives than 

any agent could ever consider or even be aware of.3 This may not seem to be 

immediately or obviously problematic, but it indeed is.4 As we shall soon see, this is 

manifestly the case with respect to our intuitive and quite commonplace notion of 

disjunctive obligation and in the context of decisions with respect to the satisfaction 

of disjunctive obligations.   

Let us suppose that a particular agent has the obligation to p and by T1 this 

implies that the agent also then has the obligation to do p or one of the large or 

infinite number of alternatives to p. For example, suppose Jane has an obligation to 

meet her friend Bonny for lunch on Tuesday. From this it follows that Jane has a 

disjunctive obligation to meet her friend Bonny for lunch on Tuesday or to meet her 

friend Bonny for lunch on Wednesday or to meet her friend Marge on Tuesday, etc., 

etc. In such a case it is reasonable to assume that such an agent can satisfy this sort 

of derived disjunctive obligation by doing p or any one of the alternatives to p and 

that the agent is not obligated to do each of the alternatives.  But, this is at odds with 

SDL. Moreover, as we will see satisfying disjunctive obligations ultimately requires 

choosing to do p or one of the alternatives to p. However, given T1, it turns out that 

it is impossible to do this rationally in the context of orthodox decision theory and 

the rational obligation it imposes on us concerning choices. So from Op, T1 and the 

framework of orthodox decision theory it will be shown that we can derive the 

perplexingly absurd conclusion that it is impossible to have the obligation to p by a 

sort of reductio (at least provided we maintain orthodox decision theory). Let us 

examine these lines of argumentation in more detail in what follows. First, let us 

begin by introducing Ross’ paradox, as it importantly presages the new (but related) 

criticisms of SDL introduced here. 

                                                        
3 This is simply a consequence of the fact that natural languages and even reasonably realistic 

artificial languages are constituted by a potentially infinite set of sentences. This is simply a result 

of the compositionality of such languages. 
4 The problems alluded to here are related to but importantly different from Ross’ paradox, as 

originally presented in Ross 1941 and Ross’ free choice permission paradox from the same paper. 

Ross’ paradox has nothing directly to do with iterated applications of T1 and the additional 

problems this raises. 
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2. Ross’ Paradox 

In 1941 Alf Ross introduced a seminal problem for SDL. This has come to be known 

as Ross' Paradox.5 The paradox arises in virtue of SDL and it crucially involves T1. 

The problem arises from pairs of claims like these:6 

(M1) It is obligatory that the letter is mailed. 

(M2) It is obligatory that the letter is mailed or the letter is burned. 

The formal SDL analogs of these claims are, respectively: 

(M3) Op 

(M4) O(p ∨ q) 

By T1, M4 follows from M3 and it would seem to be the case that the obligation in 

M4 can be satisfied by burning the letter. But this is clearly unacceptable. From one’s 

having an obligation to mail the letter it should not follow that such an obligation 

can be fulfilled by burning the letter, especially given the reasonable supposition 

that burning the letter is (by assumption) forbidden and the fact that burning the 

letter would make it impossible to mail it. Something is clearly then wrong with SDL 

in virtue of its incorporation of T1. Ross’ paradox crucially involves T1 and thus it is 

clearly the case that this problem results from the general idea of logical weakening 

(which is a familiar and seemingly unproblematic principle of propositional logic). 

As we shall see, however, the sort of deontic weakening that gives rise to Ross’ 

paradox also gives rise to additional problems that are importantly related to, though 

distinct from, Ross’ paradox. 

3. The Simple Weakening Paradox 

Suppose that an agent has an obligation to do p and that SDL is correct. By T1 this 

entails that the agent in question has a derived obligation to do p or q. However, in 

such a case it does not appear to be true that one must do all of the disjunctive actions 

and it does not appear to be true that one must do any one of the disjunctive options 

in particular. Crucially, this is supported by what Alan Donagan tells us about 

disjunctive obligations when he explains that: “…from the fact that I have a duty to 

save either a or b, it does not follow that I have a duty to save a and a duty to save 

b” (Donagan 2014). But it does seem to be the case that one must do something in 

such cases of disjunctive obligation. The intuitive idea is then that one can discharge 

such an obligation by doing either action. However, an agent facing such an 

                                                        
5 See Ross 1941. 
6 See Ross 1941, 62 and McNamara 2019. 
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obligation is neither obligated to do both of the options nor is she specifically 

obligated to do the one and specifically obligated to do the other. This is all 

seemingly correct and, on this intuitive basis, the following principle concerning 

disjunctive obligation appears prima facie to be correct: 

P1. O(p  q)  Op & Oq & O(p & q).7 

Again, this is just the intuitively grounded claim that the obligation to do p or q 

entails that it is not obligatory to do p,  that it is not obligatory to do q, and that it is 

not obligatory to do both p and q. So, it would seem to be true that in the case of a 

disjunctive obligation an agent can discharge such an obligation by doing any one of 

the disjunctive actions and one need do no more than one of the two options in order 

to do so. But, this generates an immediate contradiction. We have derived Op from 

Op as Op is a conjunct of the consequent of P1 that follows from Op and T1. Let 

us call this the simple weakening paradox. 

3.1 The Complex Weakening Paradox 

So, something must go here and one obvious and natural suggestion is that P1 is the 

culprit. So, despite its intuitive plausibility, one might be tempted to deny P1 and 

replace it with the following principle: 

P2. O(p  q)  O(p & q). 

This alternativeand rather less intuitivestance concerning disjunctive obligation 

defuses the simple weakening paradox with respect to SDL by simply omitting the 

implications of the formulas Op and Oq that appear in P1.8 P2 is just the claim 

                                                        
7 One might initially think that this principle is overly strong, but the argument given in this 

section will work using any related principle such that O(p  q)  Op. In ordinary usage, it 

seems clearly to be the case that disjunctive obligations very often, or perhaps even always, do not 

entail specific obligations with respect to their disjuncts. For example, one’s being obligated to 

either go to Paris or London does not seem to imply one’s being obligated to go to Paris.  Similarly, 

one’s being obligated to donate $10 either to charity 1 or to charity 2 does not seem to entail that 

one is obligated to give $10 to charity 1 and that one is obligated to give $10 to charity 2. On the 

basis of such examples and a plethora of ones like them it is difficult really to see how one might 

reject this, but this possibility will be explored subsequently nevertheless. That point aside, that 

there are any plausible examples where O(p  q)  Op holds means that SDL implies a host of 

contradictions (for there are surely many such cases) and this also suggests the problem raised here 

is not merely some artifact of the SDL formalism. Rather, it is a problem that arises in virtue of 

what appears to be the inadequacy of the SDL analysis/explication of obligation. 
8 Consider what the denial of P1 and the affirmation of P2 involves.  If O(p  q)  O(p & q) but 

it is neither the case that O(p  q)  Op nor is it the case that O(p  q)  Oq, then it follows 

that O(p  q)  Op & Oq.  This seems totally at odds with out intuitive notion of disjunctive 
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that the obligation to do p or q entails only that it is not obligatory to do both p and 

q. So, it still seems to be the case that when faced with a disjunctive obligation an 

agent could discharge such an obligation by doing one of the disjunctive actions, but 

the agent is not obligated to do both. Since, given this line of thinking, P1 is being 

denied and P2 affirmed it is not the case that Op implies Op and the simple 

weakening paradox is eliminated. Thus it would appear to be the case that satisfying 

an obligation to p could be accomplished as per SDL without immediately falling 

prey to the simple weakening paradox by rejecting P1 and adopting P2 instead of 

P1.   

However, this response to the simple weakening paradox does not capture 

Donagan’s insight at all, it is rather artificial and this solution still leaves us with a 

related and considerably more difficult problem related to T1. First, it should be clear 

that rejecting P1 and replacing P1 with P2 does not capture the insight that having 

an obligation to do p or q seems to imply the lack of an obligation to p and the lack 

of an obligation to q.9  It is also an entirely arbitrary solution in that the replacement 

of P1 by P2 is solely motivated here by paradox avoidance at the expense of the 

intuitively well-grounded Donagan insight. More importantly, even if we ignore 

these charges, an additional problem arises when we recognize that if one’s 

legitimate obligation to p obeys the deontic weakening principle T1 and P2 but not 

P1 applies to disjunctive obligations, then for any p the obligation to p entails an 

additional obligation to do one of an infinite or very large disjunction of possible 

options. In infinitary contexts (i.e. those where there are infinite possible 

alternatives to p) having an obligation to p, by weakening, implies having an 

obligation to do one of p or an infinite number of alternatives to p. In realistic 

finitary contexts (i.e. those where there are merely finite but very many possible 

options to p) having an obligation to p, by weakening, implies having an obligation 

to do one of p or one of the very large number of possible alternatives to p, many, or 

even most, of which will be unknown to the agent. In both cases P2 implies that it 

is not the case that one must do all of the disjunctive options. So, one must be able 

to satisfy such an obligation in principle by either doing one of an infinite number 

                                                        
obligation as evinced by Donagan’s quote referenced earlier and as discussed in the previous 

footnote.  One may be obligated to do p or q without being at all obligated to specifically do p and 

without being specifically obligated to do q.  This may just indicate that SDL runs together more 

than one distinct notion of obligation.  It has also been suggested that in modal contexts disjunction 

and conjunction are not used in the same manner as they are in non-modal contexts and this may 

be related to some of the problems raised here. See, for example, Geurts 2005 and Zimmermann 

2000. 
9 Again, what this may suggest is that there are two sense of obligation at work in standard deontic 

logic. 
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of alternatives or by doing one of a very large number of alternatives many of which 

will be unknown to the agent. But, as we shall see, neither of these things can be 

done rationally. 

All of this essentially means that agents have bona fide options with respect 

to satisfying disjunctive obligationsat least provided the options are individually 

satisfiable in the sense that the agent can do each of themand, as per T1, every non-

disjunctive obligation implies disjunctive obligations. What is curious then is that 

satisfying any disjunctive obligation is then a matter of choice.10 This broadly 

comports with orthodox decision theory and, according to orthodox decision theory, 

an agent faces a choice when she has options that are within her power to perform 

upon choosing. As Levi points out, 

Having a choice presupposes having options. Having the option to perform some 

action entails having the ability to perform the action upon choosing it. Hence, 

having a choice presupposes having abilities to perform various actions upon 

choosing them (Levi 1986, 47). 

Let us suppose then that the ability to perform each option from among the options 

facing our agent who is disjunctively obligated is within that agent’s power. It 

follows then that the agent with any such disjunctive obligation must, as a result of 

this obligation, choose to do one of (p  q1  q2  q3 … qi) and importantly this 

holds even where the set of i alternatives to p is infinite or large and includes many 

options unknown to the agent. To discharge a disjunctive obligation rationally then, 

one must be able to rationally choose from amongst the options. In virtue of this 

requirement one must, of course, be able to identify the option that is the rational 

option. According to orthodox decision theory the rational decision is the one that 

maximizes expected utility with respect to the options an agent faces (i.e. one should 

rationally choose the option with the greatest utility value). In other words, the 

action that one ought to do is the one that maximizes expected utility. From all of 

this it follows that in such a situation it must be possible for the agent to choose to 

do one of p or the alternatives to p, one ought to decide by applying MEU and one’s 

choice is rational just in case it actually maximizes expected utility. In the infinitary 

case this means then that if the agent is to rationally discharge the obligation to p or 

qwhere there are an infinite number of q-alternatives to pthe agent must be able 

to efficaciously choose from amongst p and the infinite number of alternatives to p 

                                                        
10 The relationship between deontic logic and decision theory, or course, involves controversial 

and difficult issues.  However, the important and close relationship between the two types of 

formalisms has been explored in various ways and in terms of various conceptions of deontic logic 

in, for example, Hansson 1997; Torre and Tan 1997; Fusco 2015; Dietrich and List 2017; and Cariani 

forthcoming. 
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and the agent must choose the utility maximizing option from that set of possible 

options. 

But this is impossible in the context of orthodox decision theory and the 

theory of preference on which it is based. Standard utility theory is based on the idea 

that if an agent’s preferences obey the axioms of preference theory, then they can 

be represented as a utility function that exhibits certain supposedly desirable 

algebraic features. These axioms are introduced on the basis of their supposed 

intuitive (i.e. a priori) plausibility. Let “x ≼ y” mean “x is weakly preferred to y”, “x 

≺ y” mean “x is strictly preferred to y” (i.e. x is weakly preferable to y but x is not 

indifferent relative to y) and “x ∽ y” mean “x is indifferent relative to y” (i.e. x is 

weakly preferred to y and y is weakly preferred to x). Let Oi, Oj and Ok represent 

distinct outcomes and p, q, r,… represent distinct probability values. Finally, let 

u(Oi) be a function representing a real numbered valuation of Oi. Given these basic 

representations we can then represent a gamble with a probability p of winning O1 

and a probability q of winning O2 as [pO1, (1 – p) O2]. In terms of these 

representations, the axioms are used to characterize what is intuitively taken to be 

rational preference orderings are as follows.11 First we have the ordering axiom: 

(U1) The preference relation ≽ is a total ordering that is reflexive and transitive. 

Second, we have the better prizes axiom: 

(U2) For a fixed probability, prefer the gamble with a greater prize. 

Third, we have the better chances axiom: 

(U3) For a fixed prize prefer the gamble with a greater probability. 

Fourth, we have the reduction of compound gambles axiom: 

(U4) Compound gambles are to be evaluated in terms of the probability calculus. 

Finally, we have the Archimedean or Continuity axiom: 

(U5) For any outcome that is ranked between two others there is a gamble between 

the more preferred and less preferred outcomes such that the agent is indifferent 

between it and the outcome ranked in between the more preferred and less 

preferred outcomes. 

Formally, in terms of ≼ these axioms can be presented as follows: 

(U1.0) For any Oi and Oj either Oi ≼ Oj or Oj ≼ Oi, 

                                                        
11 This is the standard presentation of this representation theorem and it closely follows Bartha 

2007. See Resnik 1987 and Gaus 2008 as well. 
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(U1.1) For any Oi, Oi ≼ Oi. 

(U1.2) For any Oi, Oj and Ok, if Oi ≼ Oj and Oj ≼ Ok, then Oi ≼ Ok. 

(U2) Oi ≼ Oj, iff, for any 0  p  1 and any Ok, [pOk, (1 – p)Oi] ≼ [pOk, (1 – p)Oj] and 

[pOi, (1 – p)Ok] ≼ [pOj, (1 – p)Ok]. 

(U3) If Oi ≼ Oj, then for any 0  p, q  1, p  q iff [pOi, (1 – p)Oj] ≼ [qOi, (1 – q)Oj] 

(U4) For any Oi and Oj and p, q, r such that 0  p, q, r  1, [p[qOi, (1 – q)Oj], (1 – 

p)[rOi, (1 – r)Oj]] ∽ [rOi, (1 – t)Oj] for t = pq + (1 – p)r. 

(U5) If Oi ≼ Oj and Oj ≼ Ok, then there is a p such that 0  p  1 and Oj ∽ [pOi, (1 – 

p)Ok]. 

If an agent’s preferences satisfy these axioms then those preferences can be 

represented by a real valued utility function u(Oi) obeying the following two 

important conditions: 

(C1) Oi ≼ Oj iff u(Oi)  u(Oj). 

(C2) u([pOi, (1 – p)Oj]) = pu(Oi) + (1 – p)u(Oj). 

The Expected Utility Theorem, the core idea behind utility theory, is then simply 

this claim that if one’s preferences satisfy U1-U5, then those preferences can be 

represented as a real valued utility function satisfying C1 and C2.12 In other words, 

formal utilities are a real-valued measure of preference and the value Vi of an 

outcome Oi is just u(Oi) and according to the principle of maximizing expected utility 

(MEU)the fundamental principle of rational decision makingone should 

rationally opt for the option with the highest utility value. 

This second problem related to T1 appears to be that in SDL having any 

obligation to p implies having an obligation to do one of p or an infinite number of 

alternatives. This, in turn and in the context of orthodox decision theory, implies 

that one must be able to rationally make choices with respect to infinite sets of 

alternatives and according to orthodox decision theory we are obligated to maximize 

expected utility in such situations. But, this is impossible because one cannot 

rationally assign utilities to the outcomes of an infinite set of options. This is simply 

because one cannot have coherent decision-theoretic preferences with respect to an 

infinite set of outcomes that could be measured in terms of such utilities. This, in 

turn, is the case because one cannot have preferences with respect to an infinite set 

of outcomes. So, we have a deeply problematic paradox arising from the principles 

                                                        
12 This is just the standard way of introducing utility theory via a representation theorem. This 

approach takes it as given a priori that U1-U5 are true. Recently, this approach to legitimizing 

decision theory has been challenged in Easwaran 2014 and by Meacham and Weisberg 2011. 
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of SDL, P2 and orthodox decision theory. Moreover, replacing P1 with P2 in order 

to avoid the simple weakening paradox that appeared to afflict SDL and P1 does 

nothing to help with this more complex paradox. Finally, even if we could 

circumscribe the set of alternatives to p in such cases and render the set of q-

alternatives to p finite (say by arbitrarily assuming a finitary language involving a 

finite but very large set of alternatives for each p), the obligation to do p or one of a 

finite but very large number of q-alternatives to pvery many of which will be 

unknown to the agentis impossible. Again, one cannot have coherent decision-

theoretical utility assignments with respect to the outcomes of unknown 

alternatives. This is because an agent cannot have preferences with respect to such 

outcomes. So, this is not a viable response to the complex weakening paradox. One 

cannot maximize expected utility with respect to a choice involving unknown 

alternatives with unknown outcomes because one cannot have preferences with 

respect to unknown outcomes. So, we have our reductio of SDL. What should we 

make of all this? The most reasonable response seems to be that T1 is an 

objectionable principle. But, rejecting T1 requires revising SDL and it remains to be 

seen what such a deontic logic would look like.  

4. Conclusion 

SDL is a logical system based on modal logic that is supposed to capture the logic of 

permission and obligation, as well as other related concepts. So deontic logic is just 

the study of the logical properties of these notions. But SDL is limited in that it fails 

to capture at least some of our commonsense notions of these concepts. The catalog 

of deontic paradoxes that has been amassed since the inception of deontic logic 

shows this. Here two new paradoxes for SDL were introduced: the simple weakening 

paradox and the complex weakening paradox. Both paradoxes arise in virtue of the 

underlaying logic of SDL and are consequences of the fact that SDL incorporates the 

principle of weakening. These two paradoxes show that SDL has counter-intuitive 

implications related to disjunctive obligations that arise in virtue of deontic 

weakening and in virtue of decisions concerning how to discharge such disjunctive 

obligations. The main result here is then that theorem T1 is a problematic 

component of SDL that needs to be addressed. 
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