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LITERATURE AND KNOWLEDGE.  

A NEW VERSION OF AN OLD STORY1 
Bogdan CREŢU 

ABSTRACT: This paper tries to discuss some of the theories concerning the relation 
between literature and knowledge. On the one hand, most of the time, philosophers do 
not believe in the force of literature to generate knowledge. On the other, litterateurs 
are more optimistic, considering that there is a specific kind of knowledge that literature 
(sometimes they emphasize: only literature) is able to deliver. These are the two 
antagonistic theories I have to arbitrate in this paper. In my opinion, literature is an ally 
of science and philosophy and it can provide a large amount of knowledge about some 
aspects of reality that cannot be put into concepts. Some examples like dreams and love 
regarded both by philosophers and writers try to demonstrate that sometimes only 
literature can conquer some territories of the human mind and sensibility. At the end, 
the paper asserts, along with Peter Swirski, that interdisciplinarity is a compulsory 
condition if we want to take advantage from the whole knowledge that sciences, as well 
as arts, among which literature is to be mentioned, can offer us. The conclusion is 
borrowed from Milan Kundera’s Art of the Novel: Knowledge is the literature’s only 
morality. 

KEYWORDS: literature, knowledge, interdisciplinarity 

 

1. Introduction  

It is a common place of the studies concerning the specific relation between 
literature and philosophy or, more precisely, between the ‘intentions’ of literature 
and the claim of having access to knowledge that literature is, perhaps, the most 
subjective of arts. In literature, there is no place for ‘us,’ but only for individual 
perspectives upon a certain reality, fact, phenomenon, feeling, sensation and so 
on. As long as painting, sculpture, music, dance, theatre do use concrete materials, 
methods, techniques that can be linked to the contingent, that can be measured 

                                 
1 ACKNOWLEDGEMENT: This paper was made within The Knowledge Based Society Project 
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somehow, literature is par excellence the art that depends on the receiver’s 
aptitude in order to construct its message. That is why, despite the efforts of 
formalists, structuralism’s adepts and theoreticians, there is (there cannot be) no 
‘science of literature.’ The information literature generates is not an objective one, 
as the one given by scientific attempts. One can hardly organize scientifically his 
speech about literature, but he can describe its concepts, its methods, its ways of 
building up a specific message. But the nature of this message is not available to a 
scholarly approach. Literature is not only a text that functions according to some 
laws which are easy to study, it is not only that “lazy machine that expects its 
reader to do a part of its job,” as Umberto Eco asserted.2 The major problem of the 
critics is how to interpret a certain text, so that they do not falsify its message. But 
this is not something you can achieve only by being scrupulous and very attentive 
with your instruments and methods. Literature is not an object to be studied 
according to a certain methodology; actually, there is no such magic methodology 
to guarantee the success of a correct interpretation of a literary text’s meaning. 
Why? Because literature’s message is not a unique one; it becomes concrete during 
interpretation and according to the reader’s way of interpreting it.3 So, the reader 
becomes a part of the text itself, as many theoreticians proved. One of the most 
common mistakes a critic may do is to overinterpret the text, looking for the 
message he would like to find there. Umberto Eco humorously explains this kind 
of falsifying the text’s message:  

It is indisputable that human beings think (also) in terms of identity and 
similarity. In everyday life, however, it is a fact that we generally know how to 
distinguish between relevant, significant similarities on the one hand and 
fortuitous, illusory similarities on the other. We may see someone in the distance 
whose features remind us of person A, whom we know, mistake him for A, and 
then realize that in fact it is B, a stranger: after which, usually, we abandon our 
hypothesis as to the person's identity and give no further credence to the 
similarity, which we record as fortuitous. We do this because each of us has 
introjected into him or her an indisputable fact, namely, that from a certain point 
of view everything bears relationships of analogy, contiguity and similarity to 
everything else. One may push this to its limits and state that there is a 
relationship between the adverb 'while' and the noun 'crocodile' because – at 

                                 
2 Umberto Eco, Șase plimbări prin pădurea narativă, trans. Ștefania Mincu (Constanţa: Pontica, 

1997), 7. 
3 For further discussion about this topic, see Wolfgang Iser, The Act of Reading: A Theory of 

Aesthetic Response (Baltimore: Johns Hopkins University Press, 1978), and Umberto Eco, The 
Limits of Interpretation (Bloomington: Indiana University Press, 1990). 
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least – they both appeared in the sentence that I have just uttered. But the 
difference between the sane interpretation and paranoiac interpretation lies in 
recognizing that this relationship is minimal, and not, on the contrary, deducing 
from this minimal relationship the maximum possible. The paranoiac is not the 
person who notices that 'while' and 'crocodile' curiously appear in the same 
context: the paranoiac is the person who begins to wonder about the mysterious 
motives that induced me to bring these two particular words together. The 
paranoiac sees beneath my example a secret, to which I allude.4  

Literary works are often the victims of such ‘paranoiac’ misreading. So, why 
did I pick up this example from Umberto Eco’s book? Because it describes the way 
sometimes critics act in order to extort from a text the message they need. And let 
me put it in these words: this may be the easier way to make literature deliver us 
real knowledge. The price to be paid is too expensive: it means falsifying the 
premises the text offers us. 

2. Literature, between knowledge and ambiguity 

So, here I am on the point of agreeing to the hypothesis I will try, during this study, to 
disavow: literature does not offer its reader a specific knowledge, if we understand 
knowledge according to the academic companions to epistemology. Yet, this is not 
what I am to accept as a good starting point in this paper. I will try to find answers 
to one question that is, in one way or another, questioned by all the scholars that 
have dealt with this subject: does literature offer any kind of knowledge at all and, 
if it does, what kind of knowledge does it provide? The philosophers are inclined 
to give a categorical negative answer. And most of them make an ally from Plato 
himself. In a book suggestively entitled Does Literature Think?, Stathis Gourgouris 
traced the history of this conflict between literature and knowledge:  

The idea that literature might harbor its own mode of knowledge is ancient, at least 
as old as the so-called quarrel between poetry and philosophy and Plato’s notorious 
expulsion of the poets from the city in the Republic. It is fair to say that since 
Plato’s famous decision there has been an implicit but consistent association of the 
poetic act with a peculiar, mysterious, and even dangerous sort of knowledge.5  

                                 
4 Umberto Eco, Interpretation and over interpretation (Cambridge: Cambridge University Press, 

1992), 48. 
5 Stathis Gourgouris, Does Literature Think? (Stanford: Stanford University Press 2003), 2; cf. 

Michael Wood, Literature and the taste of Knowledge (Cambridge: Cambridge University 
Press, 2005), 2. 
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Let me underline the adjective dangerous in this context. On the one hand, 
most of the time, philosophers do not believe in the force of literature to offer 
knowledge. On the other, litterateurs are more optimistic, considering that there 
is a specific kind of knowledge that literature (sometimes they emphasize: only 
literature) is able to deliver. These are the two antagonistic theories I have to 
arbitrate in this paper. Yet, I am a litterateur, so I will try to prove that literature 
is not a discourse that is only good for enjoying, for leisure use.  

In a brief article from a Companion to Epistemology, Paisley Livingston 
sums up the main directions of the theories concerning the relation between 
literature and knowledge: 

Three major stances may be identified: (1) condemnations of literature as a 
source of irrationality for author and audience alike (e.g. Platonic attacks on 
poetic mimesis); (2) defences of literary autonomy based on the idea that 
knowledge is neither hindered nor advanced by literature because the two move 
on separate tracks (…); and (3) various contentions that literary works do in fact 
contribute to knowledge. A weak version of the latter position holds that some 
literary works can be used to provide valuable illustrations of knowledge that has 
been already been formulated outside literature (…). Another sort of claim is 
that theoretically oriented readings of literary works can contribute to the 
formation of new hypotheses in the human sciences, hypotheses that may then 
be empirically evaluated through non-literary means. (…) A stronger thesis is 
that some literary works convey significant and even systematic knowledge 
discovered by their authors, an example being Girard’s contention that a number 
of novelists have expressed genuine insights into the imitative nature of desire.6  

What is to be noticed is that, according to this point of view, the most 
optimistic hypothesis is that literature can only contribute somehow, of course, 
weakly, to the holy domain of knowledge. It is only an adjuvant, not an essential 
one, but it is clearly that there is a lot of knowledge without literature. Knowledge 
does not depend on literature; it only accepts it as a humble servant, one of the 
most humble of all.  

 

                                 
6 Paisley Livingston, “Literature and Knowledge,” in A Companion to Epistemology, Second 

Edition, ed. Jonathan Dancy, Ernest Sosa, and Matthias Steup (Oxford: Blackwell, 2010), 497 
(References omitted.) For Girard’s contention see his Deceit, Desire, and the Novel: Self and 
Other in Literary Structure, trans. Y. Freccero (Baltimore: Johns Hopkins University Press, 
1965). 
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3. Knowledge through imagination 

Actually, it is exactly the point of view I am going to argue against. Of course, I do 
not pretend that literature and cognition are linked by a strong relation, but I will 
try to argue that somehow, in its unique way, literature contributes to the large 
field of knowledge. Let me start from a risky supposition: knowledge is not the 
acquisition obtained only through a scientific approach. Actually, every experience 
about the world we live in is a piece of knowledge. And this little drop of 
knowledge is obtained usually by direct experience; but humans and not gods or 
omniscient narrators as we are, our possibility to experience everything is almost 
zero. A man does not know only what he directly experiences. He can achieve 
knowledge through other’s stories about their experiences. In this way, a reading 
experience becomes a modeling one. This is the great force of literature that other 
arts and other types of discourse do not share: it is very convincing. If it is real 
good literature (I’m tempted to say: if it is literature at all), it makes the reader 
believe it by all means. Of course, some may say that literature only seduces the 
reader, but does not convince him. Yet, I dare say it is the same thing. While 
philosophy and the social sciences and especially exact sciences succeed in 
persuading their receivers by the force of arguments, of solid proofs, literature touches 
a similar goal by the means of fiction. It only appeals to the force of imagination, 
because human being is condemned to his imagination. Actually, we discover 
many more things about the world out of curiosity, due to our imagination than 
by means of scientific experiments. Not all of us are scientists, yet we know some 
things about physics, chemistry, biology and so on. There is a strong scientific 
imaginary that leads us to some amount of knowledge, enough to help us make do 
in the real world. Furthermore, science cannot afford to neglect fantasy, imagination: 
lots of our present certitudes were bare fantastic hypotheses yesterday. It was 
sufficient that a scholar should dare to use his imagination and force the limits of 
his time’s knowledge.  

Many scholars identify literature with fantasy and imagination. Jerry R. 
Hobbs defines narrative as mutual imagination:  

A narrative describes a planning mechanism planning its way toward a goal. We 
are planning mechanisms, continually planning our way toward goals. Thus, 
narrative presents us with situations and events precisely as we would experience 
them when we are most engaged with the world. Much of what is most powerful 
in literature is a conjunction of the two categories – the fictional narrative. It is 
an author's invitation to the readers to a mutual imagining, to delight and 
instruct, by the creation of a possible world and possible characters striving 
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toward goals, told in a way that directly reflects our own experience as we plan 
our way toward our goals in a world that denies us so much of what we desire.7  

So, fiction confronts us with the world of possibility. The scientist is also 
confronted with this large possibility gamut. Imagination is the main source of 
searching, so it is a compulsory condition for achieving knowledge. The difference 
is that, while, the scientist tries to organize his investigation in a systematic 
manner, the writer stops his action at searching. For a scientist, the answers are 
more important than questions, for a writer, the questions are more precious than 
any answers. The scientist hunts the truth, the writer’s aim is to formulate little 
and subjective truths, related to life in its real development. The scientist looks at 
the generalities and tries to extract the general values out of the particular 
experiences; he tries to formulate deductive rules. The writer disobeys these rules 
and is working with particular facts. These differences are not proofs that science 
and literature are to be placed on irreconcilable positions. They fight in the same 
part, in order to conquer knowledge.  

4. Some aspects of reality that can’t be put into concepts 

There are some aspects of our existence that cannot be put into concepts. Reality is 
not a collection of facts, phenomena, feelings that can be explained to their 
ultimate secret. The nature of the human being is not something that can be 
entirely described in the psychiatrist and philosophical treatises. A character from 
a short story written by Ştefan Bănulescu, one of the greatest Romanian 
contemporary writers, asserted: “Well, there exist things that exist an things that 
do not exist”. What he meant was that our exaction that we can cover with our 
fragmented cognitive effort the whole reality is a sign of abusive vanity. There are 
many areas of reality that human knowledge cannot explain scientifically; yet, it 
can approximate them by means of figuring scenarios about them. So, fantasy, 
imagination are essential instruments for us to assume and even to understand the 
reality. Not to know it, but to understand it. That is why, during history, literature 
not once came first to sciences. What I mean is that some writers dared to conquer 
some unknown territories that were almost blank spaces for scientists. Let me pick 
only one example, out of a large area of possibilities. Let’s take the case of 
dreaming. For the scholars in Antiquity and Middle Ages, it was a strange domain, 
which was to be approached to with infinite prudence. Of course, Plato, Aristotle, 

                                 
7 Jerry R. Hobbs, Literature and Cognition (Stanford: Center for the Study of Language and 

Information, Leland Stanford Junior University, 1990), 39-40. 
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Artemidoros, Tertullian, Macrobius and so many others tried to explain this 
phenomenon according to their cultural code and according to their philosophy. 
Their and their time’s conception. Yet, there was no scientific truth about dreams, 
even if there was a so called science named oneirocritics. On the other hand, 
writers used to abide by describing the dreams. They fell there was something 
difficult, if not impossible to control by means of cognitive objective efforts. 
Heliodor, Cicero (in his well known The Dream of Scipio, a fragment from De 
Republica8) and Dimitrie Cantemir in his baroque novel The Hieroglyphic History 
(written in Romanian language in 1705), to choose the most relevant examples, 
infer that dreams are not experiences one can explain, and they try to suggest that 
this unconscious activity is the mirror of the dreamer’s character. At least, this is 
Cantemir’s theory. And it is convincing because it has an advantage over the 
scientific attempts to explain dreaming: it is presented in a subjective manner and 
does not claim that it provides the strong truth. Yet, it succeeds in convincing due 
to its literary arguments. The reader confronts this fiction with his own 
experiences and beliefs and, if he finds them plausible, he would believe them. His 
subjectivity recognizes itself in the writer’s subjectivity and the result is 
objectivity, which I risk to define as subjectivity accepted as truth by the majority.  

At the beginning of the XXth century, Freud himself based his theory of 
dreams’ interpretation on examples picked up from literature. A few years after 
him, the Surrealists stipulated that reality is a stratified field, and that dreaming 
may be a way of knowing it. André Breton, in his first Manifesto of Surrealism, 
showed no doubt that “dreams generally contribute little to furthering our 
understanding.”9 And he even invented a method of digging into the unconscious 
territory of human mind, defining Surrealism in this way:  

Psychic automatism in its pure state, by which one proposes to express-verbally, 
by means of the written word, or in any other manner-the actual functioning of 
thought. Dictated by thought, in the absence of any control exercised by reason, 
exempt from any aesthetic or moral concern.10  

The essence of this method is the totally lack of reason control. Immediately, 
he gives a philosophical definition of Surrealism, which links it to the logic of 
dreaming: 

                                 
8 For further reading, see William V. Harris, Dreams and Experience in Classical Antiquity 

(Cambridge and London: Harvard University Press, 2009), 27. 
9 André Breton, Manifestoes of Surrealism, trans. Richard Seaver and Helen R. Lane (Ann 

Arbor: The University of Michigan Press, 1969), 11. 
10 Breton, Manifestoes, 26. 
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Surrealism is based on the belief in the superior reality of certain forms of previously 
neglected associations, in the omnipotence of dream, in the disinterested play of 
thought. It tends to ruin once and for all other psychic mechanisms and to 
substitute itself for them in solving all the principal problems of life.11  

So, in the Surrealists’ opinion, literature is a written dream, with no 
attention paid to the reason control. No science would dare to fix this goal, not 
even psychology itself. What Breton suggests is that the human being has a big 
chance to discover itself due to this kind of literary experiment. Why? Because, as 
any authentic literary attempt, it provokes emotional effects. And it is not an 
unrealistic challenge if we assert that many of the psychology’s theories became 
possible due to such ‘thought experiments’ realized in literature. Fiction, poetry most 
of all, has this exigent possibility of forcing the imagination to get to unknown 
territories of mind and sensibility. What science can do that? And maybe it is not 
due to hazard the fact that, when the Modern novel began to use the stream of 
consciousness (I refer to Proust, as a forerunner, and to James Joyce, Virginia 
Woolf), the psychiatry and the psychoanalysis gained new territories itself.  

It is not only scientific achievements that count. There is a so-called spirit 
of the time that influences our decisions and, most of all, our way of seeing and 
understanding reality; our Weltanshauung. Well, this spirit of the time is 
composed by philosophical, historical, scientific and literary efforts. Sometimes, 
we understand the world through the eyes of our favorite characters. Literature 
has the power to invent new myths that explain the world. We are always on the 
brink of forgetting that Homer’s epopees are literature (as we understand it 
nowadays, primarily as fiction); yet, they modeled not only the Antique world, 
but also the medieval and Modern world. The whole European culture is indebted 
to this literary works. And they still model our world, in a bigger amount than we 
could imagine. Achilles, Ulysses, Oedipus, Aeneas, Orlando, Don Quixote, Hamlet, 
Anna Karenina, Raskolnikov, Madam Bovary and so many others were not real 
personas, but they seem to us more alive than our neighbors. Characters like these 
ones gave birth to behavioral paradigms, they care a lot of sense, and they define 
some of the human possible attitude towards reality and life. Even if Don Quixote 
is a piece of fiction, an ‘être de papier,’ as Roland Barthes named characters, he is 
the perfect example of the power of literature on human beings. He is the symbol 
of the dreamer, of the ‘lunatic’ that is stubborn enough not to accept that some 
values as honor, courage, naivety, kindness are on the point of perishing. In his 
way, he saves the world of chivalry and he also saves our world. Well, a 

                                 
11 Breton, Manifestoes, 26. 
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psychiatrically treatise would name him a lunatic, a madman. This is science. But 
Don Quixote is an idealist, a person (not a persona), a real man who risks his life in 
order to defense some strong moral values. Emma Bovary is the most concluding 
example of the man’s failure to overtake his humble condition. Quixotism, 
bovarysm are nowadays real concepts (Jules De Gaultier published a well-known 
book entitled The Bovarysm;12 Miguel de Unamuno, in The Life of Don Quixote 
and Sancho,13 analyzed this paradigm consecrated by Cervantes’ character). 
There’s always a price to be paid when we try to respect our human values, and 
we learn this not from books of science, but from literature. Is this knowledge? It 
is, I would say, one of the most precious knowledge. I refer to that kind of 
knowledge that can’t be put into concepts; or, when it happens so, concepts 
themselves are obliged to borrow their names from literature.  
 There is another example I wish to discuss. There is a word that we 
abusively use in any occurrence; sometimes we don’t even notice it, because the 
stereotype is too annoying. How can we talk about love without taking literary 
characters as witnesses, actually as models? Plato, Marsilio Ficino, Kierkegaard, 
Denis de Rougemont, Ortega y Gasset and other philosophers failed to explain this 
feeling, the most important of all, only looking at it, analyzing it as in a laboratory. 
They were obliged to use mythological examples. But myths are bare stories, so 
they are pure literature. When someone dares talk systematically about love, he is 
coerced to revisit the good old literary myths, such as Tristan and Isolde, Romeo 
and Juliet, Anna Karenina and many, many others. I like very much a theory of a 
Romanian essayist, Alexandru Paleologu. In one of his books, entitled Bunul-simţ 
ca paradox (The Common sense as a paradox), he asserted that love is not a natural 
feeling: it is a cultural one. We learn love from literature, the trainer of our 
sensibility. This is how he interprets the potion drunk by Tristan and his fairy 
Isolde: it is a sign of an artificial induction of the feeling. So, for the great and real 
love, which can move the stars, as Dante believed, the real stimulus is the 
intellect. To cut it briefly, love is an intellectual feeling.14 Can literature provide us 
all that? Of course it can, if we believe in its salvation. Well, is this knowledge, I 
may ask again? My answer is one more time positive. 

 

                                 
12 Jules De Gaultier, The Bovarysm, trans. Gerald M. Spring (New York: Philosophical Library, 

1970). 
13 Migue del Unamuno, Our Lord Don Quixote: The Life of Don Quixote and Sancho, With 

Related Essays (Princeton: Princeton University Press, 1976). 
14 Alexandru Paleologu, Bunul-simţ ca paradox (Bucureşti: Vitruviu, 1997), 89-91. 
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5. How rational is reason, after all? 

If we come back to the serious philosophical books about our task, we will find 
skepticism combined with a generous hesitation. For example, Michael Wood 
accepts that literature can deliver not knowledge in its plenty meaning, but ‘a taste 
of knowledge’:  

If the taste of words offers knowledge, if literature gives us a taste of knowledge 
this can only be a taste, a sample, rather than an elaborate or plentiful meal. We 
are going to have to go elsewhere for the continuous main course.15  

This doesn’t mean that the author refuses literature’s chance to contribute to the 
achievement of knowledge. Actually, this is a book written by one who, clearly, 
loves literature. But he does not dare believe in the reading literature’s effect. He 
makes only half a step and admits that  

literature characteristically offers something harder – in the sense of the ‘hard’ 
sciences – than understanding and something softer than what we often imagine 
knowledge to be.16 

Therefore, the whole problem depends on how we imagine knowledge to be. The 
epistemologist created a real myth around the concept of knowledge. Knowledge 
is intangible for the outsiders and writers were always considered such profanes. 
They do not try to explain reality; they only describe it, in its most characteristically 
aspects. This is why literature doesn’t keep in touch with reason; it stimulates, 
according to this point of view, the affects. Paisley Livingston summarizes optimally 
this thesis, but only after he has just accused the opportunist idea that reason 
characterizes our history:  

Rationality is the 'crystal palace' mocked by Dostoevsky's underground man; real 
people live in Babel. We can no longer believe in the grand old thesis that 
human history as a whole is animated by Reason; nor do we have any good 
reason to think that the preferences of even the most enlightened and lucid 
modern individuals correspond to the models of rationality invented by neo-
classical economics, such as the subjective expected utility model and the theory 
of rational expectations. It would seem to follow that the concept of rationality 
does not embrace much of either collective or individual reality, and should 
therefore be abandoned. (…) Rationality may seem a particularly inappropriate 

                                 
15 Wood, Literature and the taste of Knowledge, 10. 
16 Wood, Literature and the taste of Knowledge, 54. 
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concept to bring into a discussion of literature: the prevailing tendency today is 
to associate literature with madness, dreams, and passion, not with reason. The 
homo sapiens of the sciences, then, is contrasted to the homo demens of 
literature, particularly in the age of romanticism.17 

Well, this hypothesis is wrong, and the philosopher does not hesitate to notice 
this. First of all, if reality is not submitted to reason, why should literature be? 
Actually, Livingston defends two ideas in his work: that  

it is highly unreasonable to deny that at least a significant subset of literary 
phenomena are purposeful activities comprehensible in terms of the rationality 
heuristic (…) and that it follows that assumptions about rationality can play a 
role in at least some forms of literary enquiry” 

and that  

assumptions about agency and rationality are in fact essential to all literary 
phenomena and hence to all adequate literary enquiries.18  

Livingstone succeeds in doing that not only by analyzing some literary works 
(written by Dreiser, Zola, Stanislaw Lem), but also questioning some critical 
approaches to literature. Briefly, for Livingstone, literature is a subjective discourse 
which is not refused by the Idea; I mean it has widely access to reason. This is also 
the conclusion of Peter Swirski, in his book Of Literature and Knowledge: yes, he 
accepts, literature can generate knowledge in the same way philosophy and sciences 
do, on the condition of generating ‘thought experiments.’19 Swirski considers that 
literature, as any other art and as any science, is not to be correctly interpreted 
and understood properly without an interdisciplinary effort. In a way, his 
conclusion is that scholars are supposed to make a considerable effort in order to 
judge a literary work in a wider context of a cultural background:  

First, the cognitive orientation in literary studies does not nullify appreciating 
stories as aesthetic artifacts. Interactions with literature owe much to symbolic 
understanding, emotional epiphany, or sheer entertainment value. The axiological 
goals of traditional scholarship must, in other words, be pursued with proper 

                                 
17 Paisley Livingston, Literature and Rationality. Ideas of agency in theory and fiction 

(Cambridge: Cambridge University Press, 1991), 1. 
18 Livingston, Literature and Rationality, 5. 
19 Peter Swirski, Of Literature and Knowledge. Explorations in Narrative Thought experiments, 

evolution, and Game Theory (London and New York: Routledge, 2007), 4. 
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vigor, especially amid the inundation of mass-market brain candy. The task is 
Herculean since, as a socio-cultural institution, literary studies is losing its 
capacity to function under the astronomical amount of print that perniciously 
clogs the system. More books, after all, have seen the light of day since The 
Catcher in the Rye than in all previous history combined.20 

It may be difficult to do this effort, as, beginning with Modernism, knowledge 
became more and more specialized, that is more and more fragmented: We lack 
the vision of the whole range of human sciences; the paradigm of the uomo 
universale is not plausible nowadays. Even so, interdisciplinarity (or even 
‘transdisciplinarity,’ to use a concept of Basarab Nicolescu) is a compulsory 
condition if we want to take advantage from the whole knowledge sources that 
sciences, as well as arts, among which literature is to be mentioned, can offer us. 
Literature knows a lot of thing; it depends on us to accumulate this kind of 
knowledge. Swirski’s last conclusion is a very simple, but exigent one:  

literature, philosophy, and science are inseparable manifestations of the same 
human instinct to interrogate the world and help negotiate the experience of 
living in it.21 

One of the greatest mistakes we make is that we are not epistemologically correct 
to some works of literature. We receive their message according to our limited 
knowledge, and afterwards we accuse them that they do not speak our language, 
as long as we have forgotten the real language of culture: the interdisciplinary one.  

In the end, I only want to stipulate that literature is not a discourse with 
no other goal than entertainment. Sometimes, literature does not relax the reader, 
it even puts him in front of his own greatest fears, it stirs up problems of 
consciousness and so on. It provokes, finally, real knowledge. It depends on 
everyone to be able to manage this knowledge. 

6. “Knowledge is the literature’s only morality” 

In the end, to state my conclusion, I will turn to one of the most successful 
contemporary writers for help. After I have read many books on this topic 
(literature and knowledge), I will use now my favorite one: Milan Kundera’s The 
Art of the Novel. For the Czech writer, the novel is pure knowledge. As I do not 
want to bust the harmony of his theory, I will quote him in extenso:  

                                 
20 Swirski, Of Literature and Knowledge, 155. 
21 Swirski, Of Literature and Knowledge, 157. 
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Indeed, for me, the founder of the Modern Era is not only Descartes but also 
Cervantes. Perhaps it is Cervantes whom the two phenomenologists neglected to 
take into consideration in their judgment of the Modern Era. By that I mean: If it 
is true that philosophy and science have forgotten about man's being, it emerges 
all the more plainly that with Cervantes a great European art took shape that is 
nothing other than the investigation of this forgotten being. Indeed, all the great 
existential themes Heidegger analyzes in Being and Time – considering them to 
have been neglected by all earlier European philosophy – had been unveiled, 
displayed, illuminated by four centuries of the novel (four centuries of European 
reincarnation of the novel). (…) The novel has accompanied man uninterruptedly 
and faithfully since the beginning of the Modern Era. It was then that the 
‘passion to know,’ which Husserl considered the essence of European spirituality, 
seized the novel and led it to scrutinize man's concrete life and protect it against 
‘the forgetting of being;’ to hold ‘the world of life’ under a permanent light. That 
is the sense in which I understand and share Hermann Broch's insistence in 
repeating: The sole raison d'etre of a novel is to discover what only the novel can 
discover. A novel that does not discover a hitherto unknown segment of 
existence is immoral. Knowledge is the novel's only morality.22  

So, Descartes and Cervantes are not contenders, but allies. When philosophy 
becomes narcissistic and proves to be preoccupied by itself, forgetting about the 
real world, literature is the one that keeps this duty alive. It is about team 
working, not about rivalry.  

My abrupt conclusion is not something else than a bare paraphrase of 
Kundera’s theory: Knowledge is the literature’s only morality.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                 
22 Milan Kundera, The Art of the Novel, trans. Linda Asher (New York: Grove Press, 1988), 5-6. 
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CAN SCIENCE SURVIVE ITS 

DEMOCRATISATION? 
Steve FULLER 

ABSTRACT: The question in the title is addressed in three parts. First, I associate the 
democratisation of science with the rise of ‘Protscience’ (i.e. ‘Protestant Science’), which 
pertains to the long-term tendency of universities to place the means of knowledge 
production in everyone’s hands, thereby producing universal knowledge that is also 
universally spread. Second, I discuss how the current neo-liberal political economy of 
knowledge production is warping the ways that universities deal with this long-term 
tendency. These include: the segmentation of research and teaching; the alienation of 
the student constituency; the lack of incentive to defend the university. I then discuss 
strategies for addressing the resulting deformities and re-building solidarity within the 
knowledge producing community. These include the establishment of a student-based 
co-curriculum and the introduction of employee ownership policies to the university as 
whole. Third, I reprise the entire argument by focusing on the economic challenges 
facing the integrity of the university and knowledge as a public good. Some of these 
arise from Protscience itself and others from the neo-liberal environment that it 
inhabits. But in any case, it is important that the democratisation of science is not 
reduced to its marketisation. 

KEYWORDS: protscience, public good, university, democratic 
science, neo-liberalism 

 

1. The Democratisation of Science and the Rise of Protscience 

There are four general senses in which science is inherently democratic. However, 
it is not clear that all of these senses are mutually compatible. 

(1) Science is ‘universal knowledge’ in the strict sense, which it to say, it 
covers all things for all people. This is the spirit in which the so-called reductionist 
impulse in modern philosophy – most clearly associated with both 19th and 20th 
century positivism – should be understood. The appeal to reason and observation 
(or logic and experiment) in Comte was designed to demystify theology’s epistemic 
authority. In Vienna Circle, it was designed to demystify lay expertise. Moreover, 
the latter positivism was dedicated to correcting the excesses of the former 
positivism, since Comte would have science become the new church – instead of 
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preventing the rise of new churches. Karl Popper’s ‘science as the open society’ 
was a radical expression of this sentiment.  

(2) Even though until relatively recent times the university has been 
populated by elites, the modus operandi of the university has been ‘democratic,’ 
given the mandate to integrate original research with mass teaching. Thus 
whatever initial advantage is gained from an innovative piece of research is minimised 
if not eliminated once it is made available for more general consumption in the 
classroom. In this respect, teaching may be seen as epistemic entrepreneurship in 
the Schumpeterian sense of being engaged in the ‘creative destruction’ of expertise 
by enabling students to spend less effort than their original researchers did when 
they first acquired the same knowledge.1 The textbook is the great symbol of this 
process, and not surprisingly its introduction across the sciences in late19th century 
Germany corresponded with rapid nation-building ambitions. 

(3) There is also the inherently ’democratic’ nature of the scientific role or 
personality. This can be understood in three separate senses: (a) universal 
subordination to a common disciplinary ideal or paradigm (i.e. all scientists are 
equal in their search for truth, implying similar capacities for insight and error); 
(b) each person’s equally individual embodiment of universal knowledge (i.e. the 
Romantic German ideal of Bildung championed by Goethe); (c) collective 
production and ownership of knowledge as a public good, which implies that 
there is scientific standpoint, in principle accessible to everyone, that can be used 
to govern society (i.e. the ideal common to positivism, utilitarianism and dialectical 
materialism). These three senses of ‘democratic’ correspond to the 19th century 
self-understanding of science in, respectively, Britain, Germany and France.2 

(4) Finally, there is what may be the most important intellectual 
development of the past decade – the rise of what I have called ‘Protscience,’ short 
for ‘Protestant science.’3 By ‘Protscience’ I mean a pattern evident in the parallel 
ascendancies of, say, intelligent design theory, New Age medicine and Wikipedia. 
Nowadays the Protestant Reformation of 16th and 17th century Europe is taught as 
an important episode in the history of Christianity, but it also marked the first 
concerted effort to democratise knowledge production in the West by devolving 

                                 
1 Steve Fuller, The Sociology of Intellectual Life: The Career of the Mind in and around the 

Academy (London: Sage, 2009), chap. 1. 
2 Steve Fuller, Science: The Art of Living (Durham: Acumen, 2010), chap. 3. 
3 The term was coined in Fuller, Science: The Art of Living, as an extension of the ‘secularisation 

of science’ thesis initiated in Steve Fuller, Science (Milton Keynes: Open University Press, 
1997) and in Steve Fuller, The Philosophy of Science and Technology Studies (London: 
Routledge, 2006). 
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religious authority from the Church of Rome. This is perhaps the strongest 
institutional legacy of ‘secularisation.’ We are now entering the second such period, 
consisting in the devolution of scientific authority. I shall explore this point 
below. 

The printing press was crucial to the first rise of Protestantism as both a 
convenient and lucrative medium for people to acquire the cognitive resources 
needed to decide for themselves what to believe, and thereby no longer simply 
defer to the local priest. Indeed, starting with the Bible itself, books became big 
business once they were published in the vernacular and in a portable form that 
allowed for easy circulation. This tendency accelerated during the Enlightenment, 
and is normally credited for the comprehensive liberalisation of Western culture.4 

Over the past quarter-century, a new wave of vernacular publishing has 
been made possible by computer-based information technologies – from web 
searches to social networking sites. Its impact on the distribution of epistemic 
authority in society is palpable, though its long term consequences are unclear. 
However, one thing is certain, namely, that the old institutional solutions for 
managing the diversity of opinions and claims to legitimacy in the first rise of 
Protestantism – the secular state and the scientific method – are themselves 
undergoing a ‘crisis of legitimation.’ 

These old solutions were originally designed to resolve potentially violent 
disputes among the different and often competing interpretations, applications 
and extensions of the biblical message. In this respect, regular elections and 
controlled experiments have functioned similarly. Moreover, as the state came not 
merely to protect but also to promote the welfare of its citizens in the 19th and 20th 
centuries, science became increasingly implicated in – and defined by – the state’s 
workings. Thus, scientific elites are now the high priests of the secular state, the 
source of admonitions related to health and the environment that can end up 
having a strong bearing on public policy.  

Protscience challenges such close state-science ties, not least because the 
force of scientific authority tends to be wielded in institutions that are 
unaccountable to those they would govern. But this time the relevant agencies are 
national academies of science and academic journals that marginalize, if not 
ignore, the views of the people whose lives would be regulated, while at the same 
time expecting automatic deference to their authority. Protscience aims to re-jig 

                                 
4 Robert Wuthnow, Communities of Discourse: Ideology and Social Structure in the 

Reformation, the Enlightenment and European Socialism (Cambridge: Harvard University 
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the balance of epistemic power, so that, say, a doctor treats a patient in her clinic 
more like a client who needs to be sold to than a machine that needs to be fixed. 

To be sure, ‘Protscientists’ are convinced of science’s integral role in their 
own lives. For that very reason, they insist on taking an active role in determining 
how that integration occurs. Thus, they take soundings from alternative, often 
internet-based sources and supplement the methodological uncertainties of all 
scientific research with their own experience and background beliefs. But perhaps 
most importantly, Protscientists uphold their right to decide scientific matters for 
themselves because they are the ones who principally bear the consequences of 
those decisions. This results in a pick-and-mix approach to science that retains the 
vast majority of accepted scientific fact and theory while giving them a curious 
spin in light of distinctive explanatory principles and life practices.  

Interestingly, just as the original Protestants were demonised by Catholics 
as ‘atheists’ for their refusal to defer to papal authority, today’s Protscientists’ are 
denounced as ‘anti-science.’ In both cases, however, the people concerned are 
generally well educated and quite respectful of the need to provide reasons and 
evidence for their beliefs. Not surprisingly, then, Protscientists make much of the 
hypocrisy of established authorities that fail to live up their own avowed epistemic 
standards. Any report of scientific fraud is grist for the Protscience mill, yet one 
more reason to take matters of knowledge into one’s own hands before the entire 
enterprise of inquiry becomes corrupt. 

It is characteristic of Protscience to valorise the ‘placebo effect’ in 
medicine.5 Protscientists are well aware of tradeoffs involved in relying on clinical 
trials: Their ability to determine the exact physical effects of novel drugs and 
treatments is offset by complexities in the likely contexts of use, where the 
patient’s lifestyle, frame of mind and relationship to the attending physician may 
enhance, diminish or simply alter the predicted effects. Indeed, drugs and 
treatments that fail to be robust under variable real world usage have done more 
harm than, say, homoeopathy and other forms of complementary medicine whose 
practices involve physically inert substances coupled with psychological uplift 
from the physician. Unsurprisingly, so-called scientific medicine clearly starts to 
outperform complementary medicine only in the final third of the 19th century, 
when hospital clinics come to be regularly used as test sites for new drugs and 
treatments.6  

The Protestant Reformation was the first step on the road to the secularisation 
of Europe, which Max Weber famously described as the ‘disenchantment’ of the 

                                 
5 Dylan Evans, Placebo: Mind over Matter in Modern Medicine (London: Harper Collins, 2003). 
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Western mind. Protscience’s relationship to this process is ambiguous, as it both 
disenchants scientific authority and re-enchants science itself as a life-shaping 
form of knowledge. At the very least, Protscience takes very seriously the idea 
that any form of knowledge that would claim universal scope for its claims must 
have universal appeal for its believers. In more fashionable language, it involves 
the reflexive shaping of self and world to enable one to live – or die, as the case 
may be – with whatever one happens to believe. 

2. The Challenge to the University as a Challenge to Science Itself 

That the nature of science is integrally tied to the organization of the university is 
an idea most closely associated with German Idealism, starting with Kant’s 1798 
essay, ‘The Contest of the Faculties,’ which was subsequently addressed most 
directly in the corpus of Fichte, Schelling and Hegel. However, the contest is 
rooted in the rivalry between the Masters and the Doctors in the original medieval 
foundation of the university. The Masters treated the university as a ‘finishing 
school’ in the most exalted sense, one that resulted in the completion of Homo 
Sapiens as a full-fledged human being capable of speaking and acting for oneself so 
as not to have to defer to authority. In contrast, for the Doctors the university was 
a professional school, whereby students acquired the expertise needed to 
command authority over the minds (theology) and bodies (medicine) of others. 
From the Masters came the critical side of the university; from the Doctors came 
its dogmatic side. In more contemporary terms: science as process as opposed to 
science as product. If either side is allowed to dominate, the result is that the 
university is no longer an epistemic regime but a purely political one – either 
democratic (a la Masters) or authoritarian (a la Doctors). 

What sets the university apart from other organizations is its claim to 
integrate research and teaching within one administrative framework. The 
principled reason for integration is easy to state: It’s the only way that knowledge 
becomes a public good – that is, something of potential benefit to everyone, not 
simply those involved in its original production. Knowledge would remain 
private, or at least restricted to ‘peers,’ were universities not in the business of making 
it generally available. This happens normally in the curriculum committee, the 
site for translating research into teaching. 

Yet students apply to study disciplines, while research is funded along 
interdisciplinary lines. The activities surrounding research and teaching require 
different facilities, resources and skills. They are also subject to different patterns 
and rhythms of work, all of which are evaluated differently. So why, then, should 
the same organization engage in both research and teaching? Clear and 
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imaginative answers to this question are needed – and soon – for universities to 
justify their continued existence. The university’s distinctiveness, especially since 
Humboldt’s re-branding of the institution 200 years ago, has rested on its claim to 
integrate the two activities under one administrative framework. Universities are 
under increasing pressure to separate research and teaching.  

Nevertheless, if universities do not remain committed to the integration of 
research and teaching, then it is not clear (a) whether they deserve to be called 
‘universities’ and (b) whether they can effectively compete in a world where 
research and training are increasingly done by separate organizations. The ‘value-
added’ that universities routinely claim comes from putting together research and 
teaching cannot be taken for granted but needs to be actively demonstrated. 
Moreover, even if the integration of research and teaching can be justified in 
principle, there is still the not-so-simple matter of how to put it into practice. Let’s 
take each in turn. 

The principled reason for integrating research and teaching is easy to state: 
It’s the only way that knowledge becomes a public good – that is, something of 
potential benefit to everyone, not simply those involved in its original production. 
By calling knowledge a ‘public good,’ I mean to stress that it is a distinct type of 
good that is uniquely produced by universities by rendering research teachable. 
Knowledge as a ‘public good’ in this sense is not a natural outcome of how 
knowledge is normally produced. ‘Epistemic publicity’ is a form of immunity that 
the body politic needs to produce – much as an organism needs to generate 
antibodies against invading microbes – lest research be captured by those who first 
happen upon it, resulting in what economists of technological innovation call 
‘path dependency.’7  

Research is an inherently elitist activity that drives people to discover 
things that put them ahead of the pack. This prospect makes research a strong 
attractor for ambitious funders, clients and, of course, academics. But left at that 
point, research is simply intellectual property, the generation of which does not 
require universities. Universities really come into their own by mandating that 
research be taught to a broad range of students – and not only future researchers. 
In this way, new knowledge becomes a vehicle for democratising society as 
opposed to simply reproducing existing hierarchies, which is arguably a by-
product of intellectual property regimes that reinforce a strong distinction between 
the ‘knows’ and the ‘know-nots.’ In this respect, the soul of the university is to be 
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found where the translation of research into teaching occurs – the curriculum 
committee. 

All of this may sound fine in principle, but there are problems in practice. I 
shall focus on three contemporary ones, with my proposed ways forward: (1) the 
segmentation of research and teaching; (2) the alienation of the student 
constituency; (3) the lack of incentive to defend the university. 

First, as universities respond to an increasingly segmented market for 
teaching and research, it matters less whether the same person is equally adept at 
both. The main losers here are the students, who are left with few exemplars of 
people capable of making their ideas and findings accessible and relevant to the larger 
society. What can be done to preserve the university’s ‘enlightenment’ function? I 
would argue that even if every academic cannot be both researcher and teacher, 
teachers should be granted adequate study leave to update the content of their 
courses. But this is only a stopgap measure against a longer term migration of 
academics into journalism and consultancy, fields from which we should expect 
more direct challenges to the legitimacy of academic research in the future. 

Second, the increasingly acrimonious debate over student fees – currently 
very prominent in the UK but likely to spread across the welfare states – threatens 
to alienate academia’s natural ambassadors and best marketing tool. The US 
dominates the world’s academic scene largely because of its lifelong commitment 
to its students, the ‘alumni’, who reciprocate with generous gifts to their ‘alma 
mater,’ typically for reasons relating to their experience as students – not for 
whatever job qualifications they received with their degree.8 

The original universities were places where people were finished rather 
than fixed, more akin to churches than hospitals, in the sense that one wants to go 
to the former but is forced to go to the latter. The university can reconnect with 
its church-like character as an extended community by taking advantage of the so-
called co-curriculum. The co-curriculum consists of the strictly extra-curricular 
activities that students pursue, typically under the auspices of the student union, 
that allow them to integrate their academic and non-academic interests into a 
seamless whole that they carry over into the rest of their lives. These societies and 
clubs are especially prominent, and sometimes extravagantly funded, on US 
campuses. 

In particular, course credit might be offered for activities that are 
intellectually ahead of the formal curriculum – especially in digital media, the 
emerging lingua franca of knowledge production as such. Students often outpace 
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their teachers in their intuitive understanding of the practical and conceptual 
possibilities opened up by digital media. Here youth is an epistemic advantage in 
two senses – not only students’ sheer saturation in digital media but also the fact 
that students have been exposed to digital media prior to any formal training in 
how to think about knowledge production. This gives them immunity to the 
prejudices that academics routinely instil and reinforce in each other. In this 
respect, ‘co-curriculum’ may need to be redefined to mean a curriculum pursued 
by academics and students in equal partnership, a role comparable to that of 
mechanics during the Industrial Revolution. Indeed, the co-curriculum in this 
sense may be essential to manufacture knowledge as a public good in the future, as 
the need for digital preservation and curation of knowledge in pre-digital media 
looms larger.  

Seen in historical perspective, from Denis Diderot in 18th century France 
and William Whewell in 19th century Britain, philosophers have argued for the 
regular incorporation of non-academic forms of knowledge (often under the 
rubric of ‘arts and crafts’ or ‘guilds’) into science, not simply to legitimate those 
forms of knowledge but to maintain the legitimacy of science as state-authorised 
knowledge. Put bluntly, universities would sustain their relevance by introducing 
normative standards into skills that can be already acquired informally, such as 
programming, hacking, wiki-based projects or simple blogging. Given the role that 
youth plays in the case of digital media, the co-curriculum may even serve to 
hasten the pace of social progress by enabling the next generation of leaders to 
dictate their agenda earlier. In any case, this is a better position from which to 
encourage lifelong material contributions to the university – and science more 
generally – than to appeal to risky claims about one’s immediate employability 
upon receiving a university degree. 

The last – but by no means least – problem facing the future of the university as 
a defender of science is the gradual decline in regular academic appointments. 
This has enabled universities to become sites of enormous flexibility but little 
loyalty. They are great places to pursue one’s own (funded) projects (for a while) but 
not to contribute to the sorts of collective projects associated with manufacturing 
knowledge as a public good. Simply consider academics’ visceral hostility to university 
administrators, the institution’s standard bearers. This hostility then only invites 
the hiring of administrators who are all too willing to treat academic staff as 
expendable. Academic unions, despite their best intentions, have only exacerbated 
this tendency by encouraging academics who are not administrators to think of 
themselves as ‘workers’ and academics who are administrators as ‘managers.’ In 
this way, the unions insinuate the logic of class conflict into an organizational 
setting whose raison d’être is supposed to be self-governance. 
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The way forward may need to be radical. Today most talk of ‘collegial’ 
academic governance is nostalgic, if not downright reactionary. To walk the walk 
of collegiality, academics should be willing to have part of their salary paid as 
shares in the university’s assets in return for tenure and a say in the institution’s 
decision-making processes: employee ownership. The fundamental principle is 
clearly republican in nature: Autonomy requires a strong sense of collective 
property.9 But there are many interesting difficulties with the proposal, as 
captured in the following set of questions: At what cost would states allow 
universities to become self-owned? Could academics buy and sell their shares? 
Would they be able to convert their shares when they moved posts (which implies 
that more than one university would need to move to the employee ownership 
model)? Would clerical staff, administrators, students and alumni count as 
‘employees’ for purposes of this scheme? And what about the eligibility of ‘non-
employees’ (e.g. business firms, banks, cities, private investors) interested in 
purchasing shares? 

3. Conclusion: The Standing Economic Challenges to Democratic Science 

Three specifically economic challenges face the democratisation of science in an 
era of Protscience: 

(1) Science comes to be evaluated in the same cost-accounting terms as 
other large-scale public and private enterprises. This could lead to a massive shift 
in what are counted as the costs and benefits of scientific research. For example, 
science is normally evaluated in terms of very generous timeframes that ignore 
opportunity costs and collateral harms. Thus, a large initial investment that 
diverted resources from the development of other alternatives is often credited as 
an overall benefit because enough time is allowed to past – which enables that 
initial investment to interact with other investments – so as to result in a 
worthwhile outcome. Moreover, whatever harms are caused along the way are 
presumed to have been avoidable and not a necessary feature of the investment 
strategy. This abstract scheme arguably captures the history of nuclear physics 
research since the 1930s. But even in cases where a small initial capital outlay 
eventually produced major benefits – as in Newton’s work did vis-à-vis the 
Industrial Revolution or Faraday’s vis-à-vis the electrification of world – these 
outcomes may have been overdetermined, such that even without Newton’s or 
Faraday’s particular contributions, the benefits would have happened anyway by 
some other means. In that case, one might query the extent to which a particular 
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Steve Fuller 

30 

scientific theory or research programme is necessary to make ‘progress’ in the 
sociologically broadest sense. 

(2) The idea of science as a public good has been most persuasive in terms of 
a Keynesian logic, whereby the benefits of scientific knowledge are seen as 
‘multiplier effects’ from a relatively limited initial investment. Thus, in the 
welfare state’s heyday, all taxpayers subsidized universities that only 10-20% of a 
generation’s cohort would attend. It was presumed that within a generation – if 
not sooner – those few would produce discoveries, create businesses, open vistas, 
etc. that benefit everyone in society. However, once everyone is expected to 
attend university in order to get a job credential, taxes rise, patience shrinks and 
frustration and disappointment inevitably set in. Moreover, the expectation that 
universities are the de facto gatekeepers of the labour market means that they 
have not only forfeited their own autonomy to those whose success depends 
primarily on short-term adjustments to the market (i.e. employers) but also 
signalled to primary and secondary school educators that any deficiencies that 
they failed to address adequately will be remedied at the tertiary level (aka 
university). The result is ‘credentials creep,’ whereby more academic credentials 
are required to gain comparable advantage in the labour market.10  

(3) To ensure that the democratisation of science does not to slip into sheer 
marketisation, knowledge as a public good must be expressly manufactured and 
not simply presumed to emerge naturally. This means that what people need to 
know must be defined in terms – and driven by a standard – other than what they 
want to know. Otherwise, the value of knowledge will become a short-term 
survival strategy that promises the most gain at the least cost. It is worth stressing 
that the problem here is not the simple drive towards ‘efficiency’ in knowledge 
production implied in such a strategy, but rather a failure to recognise that 
efficiency only makes sense relative to particular goals with specific time horizons. 
To assess efficiency vis-à-vis knowledge manufactured as a public good, one needs 
to do more than ensure that those paying up front receive a positive return as soon 
as possible. This point applies to both impatient investors in innovative research 
and students paying for university degrees. In both cases, people need to be 
instructed, incentivised, constrained and/or nudged to think of knowledge as 
providing less direct benefits doled out of over a longer term. Only then can one 
appreciate the value of knowledge as a public good.  

In final analysis, the emergence of Protscience is the product of the 
dialectical tension inherent in the very idea of ‘science democratised’ that is 
regularly reproduced in the university’s mode of knowledge production.  
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On the one hand, the university empowers students to decide for 
themselves what to believe and how to act in the world. Moreover, these powers 
have become greatly enhanced by the information and communication infrastructure 
in which more and more of social life is conducted. Thus, individuals happily 
invest and even risk their own personal resources as front-line knowledge 
producers. Here the role of the co-curriculum as the seedbed of Protscience comes 
into full view: It is not by accident that Microsoft, Google, Facebook and 
Wikipedia were all invented as extra-curricular activities of university students. It 
may be that the university is today incubating information-based entrepreneurship 
just as in previous generations it incubated revolutionary political cells.  

On the other hand, however much welcomed this dynamism may be, it 
does force universities to reassert their normative control over knowledge 
production by systematically testing new claims to epistemic authority (be they 
beliefs or techniques), setting appropriate burdens of proof for Protscience 
challengers, and generating narrative contexts in which Protscience intellectual 
innovations can be understood and critically evaluated by those not directly party 
to them. In other words, the university will be increasingly compelled to exert 
governance over the market. In the past, the task was made easier because 
universities in most countries (outside the US) were ultimately agents of the state. 
However, now the challenge is for universities to exert a similar authority without 
necessarily enjoying that political backing.11 The stakes are very high, for if you do 
not govern the introduction of innovations into the market, then the market will 
end up deskilling you. This maxim applies just as much to academics as to any 
other form of labour. 
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AN ONTOLOGICALLY LIBERATING SKEPTICISM? 

Richard FUMERTON 

ABSTRACT: In this paper I explore what I take to be the best hope for a physicalist 
ontolology of mind from within the framework of a radical empiricism about both 
knowledge and thought. That best hope is related to the view that Chalmers calls 
panprotopsychism. In short, the argument is that a rather radical skepticism about the 
external world opens the door to what might strike some as odd ontological possibilities 
concerning the exemplification of phenomenal properties in the brain.  The conclusion 
will be of small comfort to traditional physicalists and, as we shall see, it is in the end, 
probably misleading to characterize the view as a version of physicalism at all. 

KEYWORDS: physicalism, mind, property dualism, radical 
empiricism, phenomenal properties 

 

1. Epistemic and Intentionalist Foundationalism 

Everyone is familiar with the classic regress argument for foundationalism in 
epistemology. The foundationalist argues, correctly I think, that there must be 
some truths we know directly (believe with noninferential justification) or we 
wouldn’t be able to know any truths at all. I have argued elsewhere,1 however, 
that just as we must end a potentially vicious epistemic regress by recognizing a 
distinction between inferential and noninferential justification, so also we must 
end a potentially vicious regress of thought by recognizing a parallel distinction 
between direct and indirect thought. Just as we can know some truths 
inferentially only if we can know other truths noninferentially, so also, we can 
think of some things indirectly through properties they have or relations they 
bear to other things only if we can think of other things (most notably at least 
some properties or relations) directly – only if we can think of them as they are 
intrinsically.   

                                 
1 Richard Fumerton, “Russelling Causal Theories of Reference,” in Rereading Russell, eds. C. 

Wade Savage and C. Anthony Anderson (Minneapolis: University of Minnesota Press, 1989), 
108-118. 
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It is one thing to recognize in the abstract that both justification and 
thought have a foundationalist structure. It is another to give a plausible analysis 
of the distinction between both inferential and noninferential justification, and 
direct and indirect thought. I have argued in a number of places  that Russell was 
right to identify noninferentially justified belief with belief accompanied by direct 
acquaintance with its truthmaker (and with the correspondence between thought 
and truthmaker). But more neutrally we can characterize foundational 
justification negatively. Foundational justification is noninferential justification – 
it is justification that is not inferential. And similarly one can provide a neutral 
characterization of direct thought. One’s thought of x (for any x) is direct when 
one doesn’t think of x by means of thinking of something other than x.   

Unless radical skepticism is true, most knowledge and justification is 
inferential. And, similarly, most of what we think of we think of only indirectly. I 
can think of Jack the Ripper, but I can think of that person only by means of 
thinking about various people who were murdered. And I can think of them, in 
turn, only by thinking about various reports I have read. The radical empiricist 
would argue, again correctly, I believe, that I can think of reports only by thinking 
of experiences of various kinds.   

One could try to tighten the connection between foundational justification 
and foundational thought by including in the very analysis of both only those 
items with which we are directly acquainted. While tempting, I believe that 
would be a mistake. I can surely think of crimson red in its absence. And it may 
even be true that I can think of Hume’s famous missing shade of blue even if I 
have never been directly acquainted with the property. An unabashed realist 
about universals could acknowledge both claims and still insist that direct thought 
is restricted to objects of direct acquaintance. When I think (directly) of that 
missing shade of blue, perhaps I find myself directly aware of the relevant 
universal. Alternatively, one could hold, as some empiricists probably did, that 
when I think of a phenomenal property, that property gets exemplified by 
something like a mental image, where again I am directly acquainted with the 
image and its properties. To decide ontological questions concerning the nature of 
properties would take us very far afield. I can’t bring myself to believe that there 
are universals, let alone uninstantiated universals. Nor am I convinced that when I 
think of a phenomenal property in its absence that property is literally 
exemplified by something mental. For these reasons I am reluctant to bring direct 
acquaintance into the analysis of direct thought. At the same time I think that the 
radical empiricists were probably right, albeit only contingently right, in insisting 
that we succeed in thinking directly only about entities with which we have been 
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acquainted, or (to accommodate Hume’s missing shade of blue) entities which are 
very similar to items with which we have been directly acquainted.2 

My agreement with the radical empiricist on the causal connection between 
being an object with which I have been acquainted and being an object about 
which I can think directly is admittedly based on nothing other than my own 
apparent memory and introspection. I simply find that most of my own thought is 
indirect. The only time I’m confident that I can think of something directly is 
when I think of some property with which I seem to remember having been 
directly acquainted. Even when it comes to thought of ordinary physical objects, I 
think Berkeley was probably right in suggesting that I think of such things only 
through thinking of the appearances associated with them. That is not to say that 
one can reduce a physical object to its appearances (either in finite minds or the 
mind of a God). But as long as one has the concept of causation one can think of 
all sorts of things through their effects. Our thought of physical objects, I am 
convinced, just is the thought of that which has the capacity to play certain causal 
roles in affecting conscious beings. 

I realize that many contemporary philosophers will regard the above 
comments as a kind of quaint reminder of a distant and discredited philosophical 
past. Many philosophers today accept some version of a direct theory of reference, 
and with it, a direct theory of thought. One idea, popularized by Kripke, is that 
one can convert a name (for either an individual or a kind) into a directly 
referring expression through the use of a reference-fixing definite description. 
While initially a view about language, its natural extension to thought suggests 
that we can think of the items referred to by directly referring expressions in an 
equally direct way. I have argued elsewhere3 that the Kripkean revolution against 
Russellian conceptions of language and thought was deeply mistaken. I can’t 

                                 
2 The above idea was, of course, the cornerstone of radical empiricism and was, perhaps 

ironically, often treated as if it were some sort of necessary truth, knowable a priori. But 
Hume, the empiricist’s empiricist, was in an extremely awkward position when it came to 
defending the claim that all simple ideas are ‘copies’ of prior impressions. After all, Hume 
unequivocally endorsed the view that there is no a priori restriction on what can cause what, 
and indeed, that there is no contradiction in the supposition that some things happen without 
a cause.   Furthermore, he was officially skeptical about the legitimacy of inductive inference. 
So he could not consistently claim that past experience gives us good reason to believe that all 
ideas come from prior impressions. To be sure, despite his official skepticism, Hume would 
often reason inductively, but in the case of the cornerstone of his empiricism the inductive 
inference would have to be from his own case, and many would question an inductive 
inference from such a limited data base. 

3 Fumerton, “Russelling Causal Theories.” 
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rehearse those arguments here, but I will note that to accommodate the datum 
that there are informative identity claims, the staunchest direct reference theorist 
will acknowledge that there must be some sense of meaning according to which 
even different ‘directly referring’ expressions with the same referent typically 
have different meaning. The slogan that meaning is reference, for every plausible 
sense of ‘meaning,’ isn’t even remotely plausible. Kripke4 will puzzle from now 
until the end of time about Pierre and his respective beliefs about London and 
Londres and he won’t find a solution until he concedes that at the level of mind, 
Pierre’s thoughts about London were simply not the same as his thoughts about 
Londres.  

In this paper I am primarily interested in examining the claim that radical 
empiricsm about knowledge and thought is actually liberating when it comes to 
allowing for the possibility of a quasi-physicalist account of mental properties. In 
particular, as Russell,5 Maxwell,6 Chalmers,7 and Stoljar8 have argued, the best hope 
for avoiding property dualism is a kind of radical empiricism. The ‘physicalism’ in 
question, however is hardly the sort of view that will give any sort of comfort to 
most of those interested in reducing the mental to the physical. It is even 
misleading to characterize the view as one that identifies mental properties with 
physical properties. 

2. Mind/Brain Identity Theories: 

It is a datum that there are informative identity claims. The key to understanding 
informative identity claims is to recognize that distinction discussed above 
between direct and indirect thought. It is because we can think of individuals, 
properties, propositions, and facts, indirectly, that we can make informative 
discoveries concerning the intrinsic character of the objects of our thought.9 I can 

                                 
4 Saul Kripke, “A Puzzle about Belief,” in Meaning and Use, ed. Avishai Margalit (Dordrecht: 

Reidel, 1979), 239-283. 
5 Bertrand Russell, The Analysis of Matter (London: Kegan Paul, 1927). 
6 Grover Maxwell, “Rigid Designators and Mind-Brain Identity,” in Perception and Cognition. 

Issues in the Foundations of Psychology, ed. C. Wade Savage (Minneapolis: University of 
Minnesota Press, 1978), 365-405. 

7 David Chalmers, “Phenomenal Concepts and the Knowledge Argument,” in There is 
Something About Mary, eds. Peter Ludlow, Yujin Nagasawa and Daniel Stoljar (Cambridge: 
MIT, 2004), 269-298. 

8 Daniel Stoljar, “Two Conceptions of the Physical,” in There is Something About Mary, 309-331. 
9 Not everyone will agree. See Brian Loar, “Phenomenal States (Revised),” in There is Something 

About Mary, 219-239. 
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indirectly think of the cause of X and indirectly think of the effect of Y only to 
discover through empirical investigation that the cause of X and the effect of Y is 
one and the same thing. 

Initially, the virtual truism that there are informative identity claims seems 
to help the physicalist. From Descartes to Jackson, it was tempting to suppose that 
one could argue for at least property dualism by pointing out that knowledge of 
paradigmatic physical truths never yields knowledge of at least some paradigmatic 
psychological truths. Consider, for example, a variation on Jackson’s10 well-known 
thought experiment involving Mary. Mary suffers from color-deficient vision. She 
is black/white color blind (a real, but rare condition). The world looks to her as it 
does to us when we watch a black and white movie. In that condition she learns 
everything there is to know about the physical processes that occur in conscious 
beings. She knows everything there is to know about brain processes and the truth 
of functional descriptions of the states of organisms. But almost everyone agrees 
that she remains ignorant of what it is like to experience the world in color. Until 
she is finally cured of her extreme color-blindness, she doesn’t know what it is 
like for something to look red. While some valiantly try to deny that Mary 
acquires relevantly new propositional knowledge11 (aside from the trivial new 
knowledge that she herself finally has color experience), it seems almost obvious 
that when she acquires color vision, she comes to know for the first time that 
certain properties are exemplified. And with that knowledge, she is able to think 
directly (for the first time) of such properties as looking red.  

Long before Jackson raised the objection, Smart considered and rejected it 
on the grounds that one can’t disprove a physicalist account of what there is by 
recognizing that some beliefs about what there is seem distinct from paradigmatic 
beliefs about physical phenomena. Smart conceded that beliefs about sensation 
should not be identified with beliefs about brain states (or functional states, or 
dispositions to behave). He conceded that propositions about sensations are not 

                                 
10 Frank Jackson, “What Mary Didn’t Know,” Journal of Philosophy 83 (1986): 291-295. 
11 There are those like David Lewis and Laurence Nemirow who claim that the new knowledge 

is best construed as an ability. Others, like Daniel Dennett, seem to deny that there is new 
knowledge at all. And still others, like Earl Conee, who claim that it is old knowledge with a 
new source. See David Lewis, “What Experience Teaches,” Proceedings of the Russellian 
Society 13 (1988): 29-57, Laurence Nemirow, “Physicalism and the Cognitive Role of 
Acquaintance,” in Mind and Cognition: An Anthology, ed. William G. Lycan (Oxford: 
Blackwell, 1990), Daniel Dennett, “Epiphenomenal Qualia,” in his Consciousness Explained 
(New York: Little Brown, 1991), 398-406, and Earl Conee, “Phenomenal Knowledge,” 
Australasian Journal of Philosophy 72 (1994): 136-50. 
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identical with propositions describing brain states. But he argued that distinct 
beliefs and propositions can be made true by precisely the same reality. Put 
another way, distinct propositions can be reports of precisely the same reality12. 
While Smart’s response may not have had all the bells and whistles that 
accompany current physicalist responses to the knowledge argument, it still seems 
that the general idea is the best hope for physicalists. One acknowledges that 
when Mary gains color vision she gains new representations in the form of new 
beliefs and knowledge, but these new representations are representations of the 
same physical reality that she knew in her color-deprived state.  

So far, so good, for the physicalist. But if one accepts the idea introduced 
above that informative identity rests on the distinction between direct and 
indirect thought, one faces a now well-known objection to the identity theory. As 
Kripke argued13, we don’t think of a state like pain (or like looking red) indirectly. 
We don’t pick out such properties by thinking indirectly of whatever it is that 
exemplifies certain other properties. In the case of informative reductions, the 
item we are reducing is typically thought of indirectly. We think of (objective) 
heat as the cause of a certain sensation. We think of water (perhaps) as the stuff 
with a microstructure causally responsible for certain appearances. We simply 
don’t think of pain or red appearances in terms of causal or functional roles. 

But even if one accepts the above distinction between direct and indirect 
thought, and the diagnosis of informative identity that relies on that distinction, 
one has a potential response to the property dualist. It may be that our thought of 
paradigmatically mental properties is direct. But we haven’t yet discussed the 
question of whether our thought of the paradigmatically physical properties with 
which the physicalist wants to identify mental properties is also direct. There is a 
considerable irony in the fact that the kind of radical empiricism favored by many 
property dualists is also the very view that leads naturally to the conclusion that 
we have only indirect thought of the intrinsic properties that characterize not 
only brain states, but physical objects in general.   

The possibility we are now exploring is anathema to most self-proclaimed 
physicalists. More often than not, physicalists embrace their reductions because 
they are deeply suspicious of the properties introduced by the property dualist. 
Reductionists in general are moved to reduce in the direction of what they take to 
be epistemically and metaphysically unproblematic. So, for example, phenomenalists 
were confident that they understood and had unproblematic knowledge of the 

                                 
12 See J. J. C. Smart,”Sensations and Brain Processes,” Philosophical Review 68 (1959): 141-156. 
13 In Saul Kripke, Naming and Necessity (Cambridge: Harvard University Press, 1980). 
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phenomenal and found highly problematic the suggestion that there is a material 
world radically different from the world of appearance with which they found 
themselves directly acquainted. By contrast, behaviorists thought they had a 
relatively unproblematic understanding and knowledge of the physical world, and 
found philosophically suspicious the ‘hidden’ world of mental phenomena that 
would make so problematic knowledge of other minds. So in the history of 
philosophy we find both phenomenalists who were bound and determined to 
reduce the physical to the mental, and also behaviorists who were bound and 
determined to reduce the mental to the physical.   

When we try to understand how there can be informative identities 
between the mental and the physical by introducing the idea that we have only 
indirect thought of the physical, we have, in effect, conceded that it is the physical 
that is more problematic than the mental when it comes to our understanding of 
its intrinsic nature. And, as I suggested, this will be anathema to physicalists bound 
and determined to explain the world in terms of the presumed unproblematic 
category of the physical. The radical empiricist is convinced that the physicalist 
has things completely backward when it comes to both our understanding of and 
our knowledge of the physical. That understanding and knowledge, according to 
the classic empiricist, is parasitic upon our understanding and knowledge of 
subjective appearance. And if we are to find a defensible form of physicalism, we 
must do so from within the confines of a view that respects the phenomenological 
priority of the subjective. 

3. Indirect Understanding of the Physical: 

Still, the very view that insists that our understanding and knowledge of the 
mental is more fundamental that our understanding and knowledge of the 
physical also seems to open the door to a physicalist world view that might find 
room for the mental. The crude idea is simple. The extreme empiricist should first 
insist that all thought of the physical is parasitic upon thought of the mental. To 
explain this view further it might be useful to remind ourselves of those properties 
of physical objects that were once widely viewed as secondary properties. Think 
of the sourness of a lemon. Now ask yourself whether that thought involves a 
thought of the familiar gustatory sensation we call tasting sour. It seemed to many 
utterly obvious that when we think of a lemon’s being sour we are thinking about 
a certain sour taste sensation. But we also know that we can’t identify a lemon’s 
being sour with its actually tasting a certain way to some subject. For one thing we 
can obviously make sense of a lemon’s being sour even if no-one actually bites into 
the fruit and is caused to have the relevant sensation. Moreover, we all realize that 
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something can be sour even if it doesn’t affect us with the relevant sour taste 
sensation when we do bite into it. We understand that there are conditions that 
can interfere with the normal causal chain that leads from biting into the lemon to 
the sour taste sensation.  If you have a bad enough cold, for example, and bite into 
a lemon you won’t taste much of anything. So the classic secondary quality 
theorist turns to counterfactual conditionals to explain what it is for a lemon to be 
sour. A lemon is sour just insofar as it would produce in a normal person under 
normal conditions the sour taste sensation were the person to bite into the lemon. 
A great deal would need to be said before we had an analysis that could meet all 
potential objections, but the basic idea is both clear and plausible.   

Again, these days, many philosophers are more likely to argue that the 
reference of ‘sourness’ is fixed by a definite description that denotes the properties 
of the lemon causally responsible for the sour taste sensation. The sourness of the 
lemon then gets identified with the microstructure playing a critical role in 
causing the sensation. The view is analogous to that held by functionalists who 
want to combine their functionalism with the view that the mental state 
functionally analyzed is identical with the realizer of the functional state. It seems 
to me, however, that the consistent functionalist shouldn’t identify the mental 
state that receives the functional analysis with its realizer. The functionalist 
should want the property of being in pain to be the same property even as that 
which plays the functional role changes. Now I don’t think that functionalist 
accounts of mental states have the slightest plausibility, but the secondary quality 
theorist can learn from the conceptual points made above. Different kinds of 
things can all be sour, and they can all be sour even if the underlying structure that 
causally grounds the disposition to taste a certain way under certain conditions is 
quite different in different sour things. If our goal is to find what is common to all 
those things in virtue of which they are sour, we shouldn’t look to the ground of the 
disposition. It is the disposition to taste a certain way that constitutes the sourness. 
And even if I am mistaken about all this, I have also tried to convince you that the 
‘reference fixers’ should allow that at the level of thought the critical thought of 
sourness is precisely that thought expressed by the subjunctive conditional.  

So the basic idea, again, is that our thought of a thing’s being sour just is the 
thought of the thing’s having the power to produce a certain taste sensation under 
certain conditions. Most people understand perfectly what it is for something to 
be sour even though they haven’t got the slightest clue as to what properties of the 
thing (and us) play the relevant causal role in producing the familiar sour taste 
sensation. If one becomes convinced that the sourness of the lemon is only ‘in’ the 
lemon as the power to produce a sour taste sensation, it isn’t hard to adopt the 
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same analysis of other properties we attribute to objects. So the redness of the 
apple was thought by the radical empiricist to be nothing but the power the apple has 
to affect conscious beings with that familiar visual experience (the one color-deprived 
Mary never had). And Berkeley (through his spokesman Philonous) dragged poor 
Hylas from one property to another, getting Hylas to concede that his thought 
about sensible qualities always turned out to be a thought that critically involved a 
characteristic sensation that the object had the power to produce. The extreme 
view is that all properties of physical objects revealed to us through the senses are 
thought of by us as nothing but powers to produce sensations. 

The view might be called the causal theory of objects.14 It bears a close 
resemblance to the even more radical phenomenalism that sought to reduce all 
talk of physical objects to talk about the sensations a subject would have were the 
subject to have others. But it is critically different. The causal theory of objects 
doesn’t deny that when we think about physical objects we are thinking (albeit 
indirectly) about mind-independent objects and their properties. But the view is 
that our understanding of objects and their mind-independent properties is 
thoroughly parasitic upon our understanding of phenomenal qualities. When we 
think and talk about physical objects and their properties we are always thinking 
about those objects and their properties in terms of the causal roles they can play 
in affecting our conscious life. The view has surfaced occasionally in the history of 
philosophy. It was Hylas’s last ditch attempt to save materialism from Philonous’s 
relentless onslaught of objections. In the second of Berkeley’s Three Dialogues, 
Hylas15 finally suggests that we have only an indirect idea of matter: 

I find myself affected with various ideas, whereof I know I am not the cause, 
neither are they the cause of themselves or of one another, or capable of 
subsisting by themselves, as being altogether inactive, fleeting, dependent beings.  

                                 
14 It is critical that we distinguish the causal theory of objects from the causal theory of 

perception. The causal theorist of perception offers a highly plausible account of what it is for 
someone S to perceive a physical object O.  The crude idea is that S perceives O when S has an 
experience that is caused in the right way by O. As always the problem of deviant causal 
chains presents no end of headaches for the causal theorist trying to revise the view so as to 
avoid counterexamples. But whatever form the analysis eventually takes, it is important to 
note that one can adopt a causal theory of perception while one leaves completely open the 
correct analysis of physical objects and their properties. The causal theory of objects is an 
analysis of what it is for a physical object with certain properties to exist. 

15 George Berkeley, Three Dialogues between Hylas and Philonous (1713), in George Berkeley, 
Philosophical Works: Including the Works on Vision, ed. M. R. Ayers (Totowa: Rowman and 
Littlefield, 1975), 202. 
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They have therefore some existence distinct from me and them: of which I pretend 
to know no more than that it is the cause of my ideas.  And this thing, whatever 
it be, I call matter. 

Although in the end, Hume is probably best thought of as a radical skeptic 
who despaired of not only knowing, but making intelligible, claims about a 
perceiver-independent physical world, he, like Hylas, toyed with the idea of 
allowing a relative idea of the external world. He says in Book I, Part II, Sec. VI of 
the Treatise16 

The farthest we can go towards a conception of external objects, when suppos’d 
specifically different from our perceptions, is to form a relative idea of them, 
without pretending to comprehend the related objects. 

In our terminology, Hume appears to be suggesting that we can form an 
indirect, but not a direct thought of physical objects and their properties. Again, in 
the Enquiry,17 Hume alludes to a view like the one put forth by Hylas: 

Bereave matter of all its intelligible qualities, both primary and secondary, you in 
a manner annihilate it, and leave only an unknown, inexplicable something, as 
the cause of our perceptions; a notion so imperfect that no skeptic will think it 
worth to contend against it. 

The last sentence in the above quote strongly suggests that Hume didn’t 
really think the suggestion under discussion could be employed in an effective 
defense of commonsense, but it is interesting that there is no real argument 
advanced by Hume to that effect.                            

I’m not about to convince you here that the causal theory of objects is true.  
(I have tried to argue for such a view in “Old Analyses of The External World and 
New Philosophies of Langauge,”18 in Metaphysical and Epistemological Problems 
of Perception,19 and in Metaepistemology and Skepticism20). To take the view 

                                 
16 David Hume, A Treatise of Human Nature (1739), ed. L. A. Selby-Bigge (Oxford: Oxford 

University Press, 1975), 68. 
17 David Hume, Enquiries concerning Human Understanding and concerning the Principles of 

Morals (1777), ed. L. A. Selby-Bigge (Oxford: Clarendon Press, 1975), 155. 
18 Richard Fumerton, “Old Analyses of The External World and New Philosophies of Language,” 

Midwest Studies in Philosophy VIII (1983): 507-523. 
19 Richard Fumerton, Metaphysical and Epistemological Problems of Perception (Lincoln: 

University of Nebraska Press, 1985). 
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seriously you would almost certainly need to feel the pressure of the skeptic’s 
arguments. And to feel that pressure you would probably need to accept a very 
traditional form of foundationalism grounding foundational justification in direct 
awareness of facts. Here, I merely want to point out that the causal theory of objects is 
completely agnostic with respect to the intrinsic (nonrelational) properties of 
physical objects. Given that our only access in knowledge and thought to physical 
objects and their properties is through our thought about that which plays causal 
roles in producing phenomenal experience, we should be genuine skeptic’s about 
the intrinsic character of the objects (if any) to which we succeed in referring.   

That skepticism, of course, does not automatically translate into a skepticism 
concerning the external world. The view we are discussing leaves open the 
possibility that our beliefs about the external world are perfectly justified. When 
we believe that a given physical object exists, the content of our belief is 
exhausted by the postulation of an entity with properties that have the potential 
to play a causal role in our phenomenal life. Again, an analogy might be helpful. I 
have very little idea what is going on in my computer as it spell checks a document. I 
realize that that there are incredibly many changes taking place at an amazing 
speed, but I really don’t know how the thing works in any sort of detail. But that 
doesn’t stop me from believing, perhaps justifiably, that my computer is in the process 
of spellchecking a document. The content of my thought might make indirect 
reference to the inner workings of the computer but the descriptive content of the 
thought makes reference only to the input/output mechanism (whatever it is) that 
results in highlighted misspelled words. So also, on the extreme empiricism we 
have put forth above, we don’t know anything about the intrinsic character of 
physical objects. Nor do we have any occasion to think about such things (outside 
of a philosophical context). The thought with which we are comfortable is 
thought that might best be characterized in the words of John Stuart Mill:21 it is 
thought of a permanent possibility of sensation.22 To be sure, the ordinary person 
would be taken aback at the suggestion that we neither think about directly, nor 
have any knowledge of, the intrinsic character of physical objects, but then the 
ordinary person wouldn’t understand what we are taking about when use intrinsic 
character in this philosophically loaded sense. 

                                                                                  
20 Richard Fumerton, Metaepistemology and Skepticism (Boston: Rowman and Littlefield, 1996). 
21 John Stuart Mill, An Examination of Sir William Hamilton’s Philosophy (London: Longmans, 

Green, 1889) 
22 Though Mill makes clear that his permanent possibilities of sensation are to be understood as 

the phenomenalist understands them.   The permanent possibilities to which we refer here are 
the external objects thought about through their causal role. 
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Daniel Stoljar23 makes what I think is essentially the same point when we 
characterizes two conceptions of the physical. Stoljar argues that we can think of 
the t-physical properties of an object, which he contrasts with the o-physical 
properties of the object. The o-properties are what I have been calling the intrinsic 
properties of the object. The t-properties of an object include its dispositional 
properties – its causal properties. When we conceptualize an object through its t-
properties we are thinking of the object through our thought of its causal role in 
affecting the world in various ways. The radical empiricism described above 
essentially conceptualizes all of the physical properties discovered through the five 
senses as what Stoljar calls t-properties.   

4. An Ontologically Liberating Skepticism: 

This much is certain. We are directly and immediately aware of paradigmatically 
mental properties such as visual appearance and pain. Through that awareness we 
gain noninferential knowledge that such properties are exemplified. This 
knowledge is the best sort of knowledge imaginable. There is no surer place to 
start one’s ontological commitments. The awareness that allows foundational 
knowledge of the existence of these properties also allows one to think directly 
about those properties. When one thinks of searing pain, one is not thinking of 
the property indirectly through some property it has. When one thinks of searing 
pain one is (typically) not thinking of it as that state, whatever it is, that results 
from damage to tissue and produces pain-healing behavior. One is not thinking 
about it as whatever it is that causes people to grimace. One is not (merely) 
thinking about the property that typically results from laying one’s hand on a red 
hot burner. Rather, one is thinking of the searing pain as the property it is (not 
through some property it has).   

It is the physical world that is epistemologically and conceptually more 
problematic. We know the world of mind-independent, enduring objects only 
through the world of subjective and fleeting experience. Our thought isn’t quite 
limited to such experience, but it is limited to thought that we have through 
thought of such experience. We can, as Berkeley, suggested imagine that we are 
thinking of a tree unperceived, but when we frame such a thought we are 
inevitably thinking of the way a tree looks.24 That is not to say that the thought of 

                                 
23 In Stoljar, “Two Conceptions of the Physical,” first appeared in Philosophy and Phenomenological 

Research 62, 2 (2001): 253-8. 
24 Unfortunately, Berkeley seemed to infer its mind-dependence from the fact that it was 

thought of.  I have always wondered whether he wanted instead to remind us that in thinking 
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the tree is nothing more than the thought of an appearance. It is rather to say that 
the thought of a tree is nothing more than the thought of that which has the 
capacity to produce various experiences (under a variety of conditions). Hume was 
almost right when he said: 

Let us chase our imagination to the heavens, or to the utmost limits of the 
universe; we never really advance a step beyond ourselves, nor can conceive of 
any kind of existence, but those perceptions, which have appear’d in that narrow 
compass. This is the universe of the imagination, nor we have an idea but what is 
there produc’d.25  

If Hume restricted his comment to what we can imagine directly he would 
have been correct (at least with respect to the idea of those things that exist 
contingently). But as we saw earlier, even Hume allowed for the possibility of a 
relative idea – an idea of something thought of only as that which stands in a 
relation to something else. And one of the most familiar sort of relative ideas is 
built on the relation of causation. We can think of something merely as the cause 
of something else. Again, we can’t think of everything this way or we would never 
be able to give thought a beginning. But we can think of most things this way, and if 
a Humean position were correct, we would think of everything physical that way. 

So how can any of this be of help to the physicalist? Well, we reached the 
point at which we were going to rest our property dualism on the critical 
observation that our thought of paradigmatic occurrent mental states is direct. As 
a result, we were tempted to conclude that we could give neither a Russellian nor 
a Kripkean account of the informative nature of the claim that the mental states 
were identical with some physical states. But it is obvious that our radical 
empiricism opens the door again to informative identity claims because the 
thought of the physical is radically indirect. Why can’t the mental property whose 
existence we are sure of and whose nature we understand completely be an 
intrinsic property exemplified by some part of the brain or by some process 
occurring in the brain? 

There was an old objection to the mind-brain identity theory that went 
something like this. Take something paradigmatically mental – a yellow after 
image in the visual field say. Now look for it in the brain. Let’s imagine that as 

                                                                                  
of the tree unperceived we are still thinking of perceptions (ideas). Try Berkeley’s thought 
experiment. Think of the Eiffel Tower, but don’t think of how it would look, or feel, from 
some perspective. What are you doing? 

25 Hume, A Treatise, bk. 1, pt. 2, sec. 6, para. 8. 
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Jones has his yellow after image we lop the top of his head off and start peering 
around at his brain. We use all of the instruments currently available and we let 
our imagination roam concerning a utopian scientific future in which we have still 
other instruments of detection yet to be designed. Does anyone in his right mind 
think that in this way we will come across the yellow after image? Does anyone is 
his right mind expect to discover something round and yellow in the brain of the 
person who has such an experience. Does anyone is his right mind think that one 
could figure out what experience the person was having solely through intensive 
examination of changes occurring in the brain? The answer to all of these 
questions is a resounding ‘No.’ That is precisely what Jackson and his many 
predecessors were trying to stress in expressing their misgivings about physicalism. 

But if the radical empiricist is right, one shouldn’t reach any dramatic 
conclusions about the intrinsic nature of brain states from any sort of perceptual 
observations we make of what’s happening in a brain. After all, through sense 
experience, the empiricist argues, we are never directly aware of the intrinsic nature 
of anything physical, and that includes, of course, the brain and the physical 
changes occurring in that brain. When studied scientifically, the brain (like tables, 
trees, rocks, and everything else physical) is known to us through the experiential 
effects it has on us. And the brain (like tables, trees, rocks, and every-thing else 
physical) is thought of by us through our thought of those effects. Perceptual 
knowledge leaves open the intrinsic nature of brain states ---the nonrelational 
properties exemplification of which is involved in the occurrence of brain states. 
Again, we must be careful not to misunderstand the point. I am not here 
suggesting any sort of interesting skepticism concerning justified belief about the 
occurrence of brain states.26 In judging that the brain is in a certain state, I am 
judging that the brain is that state whatever it is that plays a causal role in 
affecting sentient beings in various ways. In judging that the brain is a certain 
state, I take no position on the intrinsic nature of that which plays the causal role. 

But introspection is not perception. There is nothing to stop me from 
wondering whether the brain states I’m thinking about contain as constituents the 
very property exemplifications of which I am directly aware in introspection. To 
be sure the thought is initially a bit strange. But it might only seem strange 
because we tend to lapse into a crude epistemological direct realism when we 
think about perceptual knowledge. We think that if there is a yellowish expanse 

                                 
26 I’m also not arguing that one won’t encounter interesting skepticism down the road. Like 

most other philosophers who take skepticism seriously, I am here ‘bracketing’ the very real 
skeptical challenges that philosophers must meet in turning back external world skepticism. 
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in the brain, we ought to become aware of it when we empirically investigate the 
brain. But if the radical empiricist is correct, we never become directly aware of 
any external things or intrinsic properties of those things through perception. In 
perceiving the external world we become directly aware of our own phenomenal 
properties – properties we take to have an external cause. So it is at least intelligible to 
suppose that we perceive someone’s brain, we become directly aware of phenomenal 
properties that our own brain exemplifies.   

To make the point vivid, we can imagine empirically investigating our own 
brain intent on discovering what is happening in our brains as we experience 
intense pain, or as we have a yellowish visual experience. Consider the latter. We 
introspect the phenomenal quality as we visually examine our brain (with or 
without the aid of instruments – it doesn’t matter). Through perception we don’t 
detect anything that looks yellow. What we are directly aware of are various 
shapes and colors – phenomenal properties. We take these to be indicators that 
various brain states are occurring. On the proposal we are considering, we are 
introspectively aware of yellowness while we are also introspectively aware of all 
sorts of other colors and shapes (the experiences produced as we visually perceive 
the brain). All of these phenomenal properties, we are supposing, are properties of 
brain states. We have postulated processes occurring in the brain that are causally 
responsible for the phenomenal states associated with visually perceiving the 
brain. Our judgment that those processes are occurring is agnostic with respect to 
the intrinsic character of the cause. But we are now speculating that the cause 
might include as a constituent something that exemplifies that very yellowness we 
are also introspectively aware of. The story seems to be perfectly intelligible. 

But what precisely is supposed to be exemplifying all of these phenomenal 
properties? We can only guess. In order to answer this question we would need to 
reach some heavy-duty ontological conclusions about what sorts of things 
exemplify properties. If there are such things as substances or ‘bare’ particulars, 
then there is no reason why some particular or substance that is a constituent of 
the larger substance that is the brain might not exemplify a phenomenal property 
such as phenomenal yellowness. But substances aren’t the only kinds of things 
that can exemplify properties. Both properties and states of affairs can exemplify 
properties. Perhaps then phenomenal yellow is a property of a property exemplified 
in the brain. Or, perhaps it is a property of the occurrence of some state of affairs 
that involves the exemplification of nonphenomenal properties. If one were going 
to be an agnostic in general about the nonrelational properties of physical objects 
and processes, one would be a fool to be all that confident about even the category 
of thing that might exemplify phenomenal properties. 
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5. Is This a Version of Physicalism? 

I’ve described the above view as though it might be a view friendly to physicalism.  
But there is also a sense in which it is still a paradigmatic version of property 
dualism. One way to define property dualism is in terms of its rejection of various 
paradigmatic physicalist reductions of the mental to the physical. On the view 
outlined above, there is a sense in which properties like being appeared to in a 
certain way, or feeling pain do not get reduced to paradigmatic physical properties. 
The property of being in pain, for example, is not the having of a disposition to 
behave in a certain way. The property of being in pain is not the second order 
property of having a property that plays a causal role. The property of being in 
pain is not the property of one’s brain being in a certain state. This last claim, 
however, requires a very subtle treatment. 

On the extreme empiricism outlined above, the characteristics we attribute 
to brain states are causally defined characteristics. To describe the brain as being is 
in a certain state is to describe the brain as having that property whatever it is that 
plays the critical causal role affecting perceivers. To be clear it is not the causal 
role it plays in the conscious life of the person whose brain state it is. It is the 
causal role that state plays in affecting the way in which normal people are 
appeared to perceptually as they observe the brain. Now attribution of a brain 
state to a person will involve a kind of indirect reference to whatever plays the 
causal role, but the characterization of the brain state is silent on what that 
property is. Put linguistically, when one ascribes to the brain a certain property, 
one will employ variables leaving open the question of what takes the value of the 
variable. The view sketched above allows for the possibility that what takes the 
value of the variable either is a phenomenal property, contains a phenomenal 
property as a constituent, or exemplifies a phenomenal property. But we do not 
ascribe the phenomenal property to the brain when we characterize it as being in 
a certain state. 

It might be useful to compare the view of physical object descriptions 
sketched above, with the (I believe mistaken) functionalist account of mental 
states. The functionalist should say that when we ascribe a mental state to a person 
we are asserting that the person is in that state whatever it is that plays a causal 
role. To say of a person that he is in pain, on this view, is to say something like 
that the person is in that state whatever it is that results from damage to the body 
and that in turn causes behavior conducive to the healing of that damage. The 
functionalist introduces the technical concept of a realizer of the functional state. 
The realizer of the functional state is that which plays the causal role. It can be 
different in different creatures. But if we want to allow that the property of being 
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in pain will be the same property even if it is realized by different states of the 
organism, we should not identify being in pain with its realizer. 

The philosopher who treats all ascriptions of properties to physical objects 
as secondary properties, as powers to affect sentient beings in certain ways, has a 
view about the ascription of properties to physical objects that is just like the view 
that the functionalist brings to ascription of mental properties. In describing that 
lemon as sour we are saying of the lemon that it has that property that has the 
capacity to play a critical causal role in producing that sour taste sensation. If we 
want to allow, as we should, that the physical realizer of the causal role in sour 
objects can change dramatically from sour object to sour object, then again, we 
don’t want to identify the property of being sour with any of its realizers. In an 
ascription of properties to the brain we will again be able to distinguish the 
property of being in a certain brain state, from whatever property it is that plays 
the role of realizer. The characteristic of the brain state will be the causally 
defined property. It will not be the realizer of the causally defined property.   

An even simpler analogy might be helpful. Let’s consider different ways in 
which we might describe an object’s color. In addition to saying of an object that 
it is blue, red, yellow, and so on, I can say of the object that it has my aunt’s 
favorite color. In describing the object has having my aunt’s favorite color, I am 
clearly not saying of the object that it is red, blue, yellow or any other specific 
color. All I assert is that it has whatever color it is that my aunt likes more than 
any other color. If my aunt’s favorite color is blue, then I am still not saying of the 
object that it is blue when I say that it has my aunt’s favorite color. Or at the very 
least, we should view that as a highly misleading way of characterizing the 
content of my claim. The property of being my aunt’s favorite color is a property 
that can’t be exemplified in a world in which my aunt doesn’t exist. The property 
of being blue can be exemplified in a world in which my aunt doesn’t exist. Isn’t 
there any sense in which if the definite description picks out blue, I am ascribing 
blueness to the object? Probably there is. We can certainly explain the sense in 
which blue ‘realizes’ the property of being my aunt’s favorite color, and we can 
certainly say that when one ascribes a second-order property to an object one also 
ascribes the first order property that exemplifies the second-order property – this 
is a matter of terminological decision.   

One might also suppose that the above discussion simply makes obvious 
that there is a scope ambiguity in the ascription of my aunt’s favorite color to an 
object. The statement “The shirt has my aunt’s favorite color” can be read in one 
of two ways: 1) There is a color property that my aunt likes more than any other 
color and the shirt has it; 2) The shirt has that property whatever it is that my 
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aunt likes more than any other color. But I’m not sure that in the final analysis 1) 
can be read differently from 2). If you could use definite descriptions to secure 
reference, discard the reference-securing definite description after it does its work, 
and then do things with the referent (like predicate it of things), there would be 
the relevant ambiguity. But the anaphoric reference of ‘it’ in 1) seems to me to refer 
right back to the definite description. What makes 1) true is still the existential 
fact that my shirt has a color that my aunt likes more than any other color. 

If the realizer of the physical property we ascribe to the brain is, includes, 
or exemplifies a phenomenal property, shall we say of that property that it is 
physical? It doesn’t matter at this point. We have said what it is, and we have said 
what it is not. If phenomenal properties get picked out indirectly in the way we 
have described and you want to call them physical properties, go ahead. What is 
critical is that they be included in one’s ontological inventory, and that we reject 
the direction of the physicalist’s reductions. The existence of the phenomenal 
properties is known better and understood better than any of the scientifically 
understood physical properties on which the physicalist wants to model our 
knowledge and understanding of the phenomenal.  

 



© LOGOS & EPISTEME II, 1 (2011): 51-66  

 
THE ORIGIN 

OF THE ‘GETTIER’ PROBLEM:  
SOCRATES AND THE THEAETETUS 

Michael JENKINS 

ABSTRACT: This article discusses the origin of what has become known as the Gettier 
Problem. It examines the claim put forward, though not expounded or defended, by J. 
Angelo Corlett in Analyzing Social Knowledge that the basis for Edmund Gettier’s 
article “Is Justified True Belief Knowledge?” was originally argued for in Plato’s 
Theaetetus. In his article, Gettier argues that the Justified True Belief condition is not 
sufficient for knowledge. However, Corlett questions the originality of this argument. 
This article examines Gettier’s article followed by the Theatetus. After which, the two 
articles are compared, and the claim is shown to be correct in accusing Gettier of failing 
consider the full work of the Theaetetus.  Socrates also argued that the Justified True 
Belief condition was not sufficient for knowledge. However, this article concludes by 
arguing that Socrates went further with his examination than Gettier did. Socrates not 
only put forward the claim that this condition was insufficient for knowledge, he also 
tried to supply answers to the problem. 

KEYWORDS: Gettier, Theaetetus, epistemology, Socrates,  
coherentism, justification 

 

1. Introduction  

In Analyzing Social Knowledge, J. Angelo Corlett states that Edmund L. Gettier, in 
his infamous article “Is Justified True Belief Knowledge?”1 seems to merely 
reiterate what Socrates (in Plato’s Theaetetus) already articulates: that “simple 
justified true belief is insufficient for knowledge.”2 In this article, I will argue that 
Corlett’s statement is correct. I will argue that it originated not with Gettier, but at 
least as far back into the writing of western philosophy as Socrates. I will also 
argue that Socrates also presented several options for answering this very problem. 
I will use the Socratic Interpretation to approach Plato’s work and help explain 

                                 
1 Edmund L. Gettier, “Is Justified True Belief Knowledge?” Analysis 23, 6 (1963): 121-3. 
2 J. Angelo Corlett, Analyzing Social Knowledge (Lanham: Rowman and Littlefield, 1996), 95. 
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why Socrates presented the Gettier Problem and solutions in the way he did.3 
Before we begin arguing that Socrates originated this problem, however, we must 
discuss what the Gettier Problem actually entails. 

2. Gettier  

Gettier begins his article by presenting three conceptions of epistemic justification. 
All three of these phrasings, however, result in the same thing: for a person to 
possess knowledge, they must hold a belief, that belief must be true, and they 
must be justified in holding the belief. This is the standard basis of Justified True 
Belief (JTB) epistemology. Even though these three conditions may be disputed, the 
variations are never that far removed from this internal core. Some may argue that 
you need to not just believe it, that you must accept it.4 Many will argue what it 
means to be justified: what the minimum necessary amount of justification is, 
whether we need justification beyond reliable cognitive faculties, etc.5 Some will 
even argue what it means for something to be true.6 However, most JTB theorists 
will agree that these three conditions need to be satisfied (whether they can or not 
is a different issue) for someone to know that P.7 Nevertheless Gettier argues that 
these three conditions are not sufficient for knowledge. 

From there, Gettier goes on to give us two pivotal points. The first is that “it 
is possible for a person to be justified in believing a proposition that is in fact 
false.” This merely states that sometimes we can have sufficient reason to believe a 
false statement. A simple example of this is believing a hallucination. If we have 
never hallucinated before, are not on any drugs, etc.; we can be justified in relying 
on our reliable cognitive faculties. However, this can lead to the outcome that we 
are justified in believing that we saw something that we, in fact, did not see.8 

The second is, “... for any proposition P, if S is justified in believing P, and P 
entails Q, and S deduces Q from P and accepts Q as a result of this deduction, then 
S is justified in believing Q.” Here, Gettier is merely showing the flow of logic.9 

                                 
3 See J. Angelo Corlett’s Interpreting Plato’s Dialogues (Las Vegas: Parmenides Publishing, 2005) 

for an explanation of the Socratic Interpretation. 
4 Keith Lehrer, Theory of Knowledge, 2nd edition (Boulder: Westview Press, 2000), 12-4. 
5 Laurence Bonjour and Ernest Sosa, Epistemic Justification: Internalism vs. Externalism, 

Foundations vs. Virtues (Oxford: Blackwell, 2003), 21. 
6 Alvin I. Goldman, Knowledge in a Social World (Oxford: Clarendon Press, 2003), 41-68. 
7 Gettier, “Is Justified True Belief,” 121. 
8 Gettier, “Is Justified True Belief,” 121. 
9 Gettier, “Is Justified True Belief,” 121. 
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With these two points in mind, Gettier provides us with two examples in 
which he argues that the three conditions are satisfied yet the person cannot be 
said to ‘know’ the proposition. Since both examples lead to the same conclusion, 
we will only be covering the first. Gettier’s example is as follows: 

Case I:  

Suppose that Smith and Jones have applied for a certain job. And suppose that 
Smith has strong evidence for the following conjunctive proposition:  

(d) Jones is the man who will get the job, and Jones has ten coins in his pocket.  

Smith's evidence for (d) might be that the president of the company assured him 
that Jones would in the end be selected, and that he, Smith, had counted the 
coins in Jones's pocket ten minutes ago. Proposition (d) entails:  

(e) The man who will get the job has ten coins in his pocket.  

Gettier then states that “Smith sees the entailment from (d) to (e), and 
accepts (e) on the grounds of (d), for which he has strong evidence. In this case, 
Smith is clearly justified in believing that (e) is true.”10 Still, Gettier continues, 
“But imagine, further, that unknown to Smith, he himself, not Jones, will get the 
job. And, also, unknown to Smith, he himself has ten coins in his pocket.”11 This is 
where the ‘problem’ arises. 

The Gettier problem is basically a problem of finding the necessary and 
sufficient conditions for human propositional knowledge. Gettier argues that JTB 
is not sufficient for knowledge. He argues that we can be justified and believe 
something that is false (such as proposition (d) in his example). This then leads 
either to the belief that we possess knowledge when we do not or to the accidental 
possession of knowledge (such as his transition from (d) to (e)). As in the case of 
Smith and Jones, Gettier would argue that JTB would allow Smith to know (e).  
However, we would not want to agree that Smith has knowledge. He may believe 
it. It may be true, and he may even seem justified. However, this is not enough to 
make us want to accept that Smith has knowledge.12 

                                 
10 Gettier, “Is Justified True Belief,” 122. 
11 Gettier, “Is Justified True Belief,” 122. 
12 Many philosophers have tried to solve this dilemma by bolstering what is required for 

justification. As Corlett pointed out to me, Lehrer and Quine attempt to solve this problem 
through an explanation of how a coherentist explication of the concept of justification would 
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3. The Theaetetus  

With this done, we can now examine the Theaetetus. In this dialogue, Theaetetus 
and Socrates discuss the nature of knowledge. For the sake of time, we will simply 
presuppose that Socrates’ discussions at 151, 178c, and 201b are enough to accept 
that Socrates believes that a truth belief is necessary but not sufficient for 
knowledge.13 As Gail Fine notes, “At least as early as the Meno, Plato is aware that 
true belief, although necessary for knowledge, is not sufficient. In addition, he 
claims, true belief must be ‘fastened with an explanatory account (aitias logismos)’ 
(98a).”14 

From here, Socrates begins his discussion of adding a justification element to 
true belief to give us knowledge. At 202c, he states,  

Now when a man gets a true judgment about something without an account, his 
soul is in a state of truth as regards that thing, but he does not know it; for 
someone who cannot give and take an account of a thing is ignorant about it.  
But when he has also got an account of it, he is capable of all this and is made 
perfect in knowledge. (Theaetetus, 202c)  

This establishes the foundation of JTB theory. From here, Socrates gives 
three possibilities for what counts as justification. “The first would be,” Socrates 
asserts, “making one’s thought apparent vocally by means of words and verbal 
expressions-when a man impresses an image of his judgment upon the stream of 
speech, like reflections upon water or in a mirror.” (Theaetetus, 206d) However, 
Socrates quickly rejects this for being too weak of a justification. He argues, “But 
isn’t that a thing that everyone is able to do more or less readily ... And that being 
so, anyone at all who makes a correct judgment will turn out to have it ‘together 
with an account’; correct judgment without knowledge will no longer be found 
anywhere”. (Theaetetus, 206d-e) 

Socrates then expands this possibility to mean “being able, when questioned 
about what a thing is, to give an answer by reference to its elements.” Once again, 
though, he is concerned about epistemic justification being too weak or too strong. 
When asked what a wagon is, all he could answer is, “Wheels, axle, body, rails, 
yoke.” With an answer like this, Hesiod, a man who could list all the parts, would 

                                                                                  
complete the analysis. However, foundationalists like Chisholm and reliabalists like Goldman 
try to solve the ‘Gettier’ problem through other means related to epistemic justification. 

13 All translations are from Plato: Complete Works, eds. John M. Cooper and D. S. Hutchinson 
(Indianapolis: Hackett Publishing Company, 1997). 

14 Gail Fine, “Knowledge and Logos in the Theaetetus,” The Philosophical Review 88, 3 (1979): 366. 



The Origin of the ‘Gettier’ Problem: Socrates and The Theaetetus 

55 

“think us ridiculous, just as he would if we were asked what your name is, and 
replied by giving the syllables.” To give a full account, we must go through a thing 
element by element. With a name, we must not just say ‘so’ ‘cra’ ‘tes’ is the name 
‘Socrates.’ To show we know, we must be able to give account of all its elements. 
(Theaetetus, 207a-b) 

Earlier in the dialogue, Socrates discusses whether the complex or the 
elements are knowable. He begins with the premise “that the elements are 
unknowable and the complex are knowable.” (Theaetetus, 202d-e) To model this 
theory, he asks Theaetetus if one “can give an account of the syllables but not of 
the letters.” (Theaetetus, 203a) When asked what the first syllable of ‘Socrates’ is, 
that is, what ‘SO’ is, Theaetetus replies that it is an ‘S’ and an ‘O’ (Theaetetus, 
203a). This shows how the complex is knowable. Theaetetus shows that ‘SO’ is 
knowable through the combination of ‘S’ and ‘O.’ Socrates then moves on to ask 
for an account of ‘S’ (Theaetetus, 203b). Theaetetus replies in confusion stating, “S 
is just one of the voiceless letters, Socrates, a mere sound like a hissing of the 
tongue.” (Theaetetus, 203b) This would seem to argue that the elements of 
something are indeed unknowable. Socrates is not done, though. He goes on to 
point out how odd a notion that would be. For us to know ‘SO,’ we must know ‘S’ 
and ‘O.’ To say that we can know the two in combination, but are ignorant of 
them separate would be, as Theaetetus says, “... a strange and unaccountable thing 
...” (Theaetetus, 203d) This discussion goes on for a bit more. Nevertheless, the 
point is clear.  If we are to know a complex thing, we must also have a grasp of the 
elements that make up the complex. If we are to know the name ‘Socrates,’ we 
must know all the letters individually and know how they combine to form the 
syllables of the name, and how the syllables combine to form the complete name.  

This argument shows us that the complex, the wagon, can only be known 
through the elements. To be able to give an account of what the wagon is, we 
must be able to account for all the elements of it. We must be able, like Hesiod, to 
list the one hundred timbers of the wagon. This would then allow us to have “true 
judgment with an account” in reference to the wagon.   

Nevertheless, as good as this possibility sounds, Socrates has some objections 
to it. He argues that being able to place the letters or syllables in the correct order 
is not enough. As Theaetetus admits, when first learning how to spell, we 
sometimes put letters in the correct order and sometimes put them in the wrong 
order. If we admit that being able to, at sometime, putting the syllables in the 
correct order is knowledge, we must admit people have knowledge in situations in 
which we really do not want them to have knowledge. In this we see why 
Socrates has rejected that form of justification. There must be a way to be certain 
when someone has knowledge and not merely allow them to stumble onto it. 
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This leaves us Socrates’ third suggest of what an account is: justification 
through differentness. It argues that you can provide an account when you are 
“able to tell some mark by which the object you are asked about differs from all 
other things.” (Theaetetus, 208c) Socrates goes on to give an example to clarify this 
suggestion. He replies to Theaetetus, “Well, take the sun, if you like. You would 
be satisfied, I imagine, with the answer that it is the brightest of the bodies that 
move round the earth in the heavens.”15 (Theaetetus, 208d) That is, if we are 
holding something in our minds that everything in that category has in common, 
we do not have knowledge of whatever particular thing we want to have 
knowledge of. Take the example of the wagon again. If all we know of the wagon 
is that it is made of wood, there is no way for us to distinguish a particular wagon 
from any other wagon. However, if we can say its driver side wheel is smaller 
than its passenger side wheel and it has got this funny burn mark on the third 
plank from the left in the bed, we can pick it out from the rest. We have 
knowledge that differentiates it from all the other wagons. 

Once again, Socrates brings up an objection to this possible form of justification. 
His objection is simple. For us to have a true judgment about someone, before we 
can claim we have knowledge about them, we have to be able to differentiate that 
person from the “proverbial ‘remotest Mysian’.” (Theaetetus, 209b) This makes the 
requirement for knowledge circular. You have to have knowledge of the 
differences to have knowledge of the thing. That means that to have knowledge, 
you have to have true belief and knowledge. This becomes an infinite regress 
(Theaetetus, 209d-210b). 

4. Socrates’ Gettier Problem  

With the Theaetetus laid out before us, we can now begin to examine where, 
within the dialogue, Socrates lays out what has become known as the Gettier 
Problem. The work was written in dialogue form and with an aporetic ending.  
Socrates never gives us a definite and complete answer to the problem of 
knowledge. The dialogue is left without such unification. It is our job as veteran 
readers of Plato to finish the analysis.16 We must continue the search to find out 
what forms of justification are inadequate, and why. Part of this task is to find if 

                                 
15 This was when people believed the Sun revolved around the Earth. 
16 David Sedley, “A Socratic Interpretation of Plato’s Theaetetus,” in Proceedings of the Boston 
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Socrates did in fact pose the Gettier problem and warn us to avoid it long before 
Gettier even laid pen to paper. 

As we noted in earlier, Gettier’s problem was one of insufficient justification. 
That is, he believed a justified true belief is not enough to reach knowledge. 
Socrates argues this when he asserts, “And so, Theaetetus, knowledge is neither 
perception nor true judgment, nor an account added to true judgment.” (Theaetetus, 
210b) This is the first indication that Socrates laid out the problem of knowledge 
long before Gettier. 

We also saw Socrates rejected all three of the suggestions for what counts as 
justification. He rejects the first suggestion for being too weak. This is a 
straightforward rejection and a necessary one. He rejects the second suggestion 
because it gives knowledge in situations that we would not want to give 
knowledge. This is a much more interesting objection. 

In Socrates’ second possibility for justification, we can see a specific rejection of 
the Gettier Case. In the example supporting his objection, Socrates points out that 
school boys sometimes put the syllables in the right order and sometimes not 
(Theaetetus, 203a). He also points out that we do not want this to be considered 
knowledge (Theaetetus, 208b). This would make accidental knowledge possible. 
This is the same as the Gettier problem. Smith is accidentally right that the man 
with ten coins in his pocket will get the job. He does not know that it is true. It is 
only true by accident. In the same way, the boy who only spells the word right 
sometimes does so only by accident. Fine argues along these same lines when she 
states, “[I]f I utter some true and even explanatory account which, however, I do 
not understand (I’ve accidentally uttered an appropriate Russian sentence, or 
learned some answer by rote that I could not explain), I do not have knowledge.”17 
She continues this train of thought by asserting, “Enumeration of elements is not 
sufficient for knowledge since it might not issue, as knowledge must, from proper 
understanding. To know a word involves not just spelling it correctly some 
number of times, but also the ability to handle its constituents in a variety of contexts; 
one must be able to display a grasp of the combinatorial powers of letters and the 
like.”18 That is, for something to be knowledge there must be more than just a 
moment of having a justified true belief. There must be a repeated ability to justify 
the knowledge. There must be something more than mere justification. 

Gettier argues that we must either have a much more stringent justification 
than what is considered normal justification, or we must have something beyond 

                                 
17 Fine, “Knowledge and Logos,” 367. 
18 Fine, “Knowledge and Logos,” 388. 
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justification. If we take his condition seriously, that “it is possible for a person to 
be justified in believing a proposition that is in fact false”; we have to take it that 
he means there must be something beyond justification. This could mean Gettier 
was arguing for a fourth requirement or a more stringent requirement for 
justification. However, Socrates is aware of this. This is why he rejects all three 
forms of justification. They end up being too weak or too strong, or lead to some 
conclusion that we do not want to accept.   

All three of Socrates’ suggestions for justification are instances where we 
merely recite something to have justification. In the first situation, we merely 
recite our true belief. In the second situation we merely recite the elements. The 
third one we recite what differentiates it. However, Fine argues,   

First, the account that certifies that one knows a particular thing will itself be a 
proposition: one knows a thing through or by knowing certain propositions to be 
true of it. Knowledge of things, for Plato, is description-dependent, not 
description-independent. Second, Plato tends to speak interchangeably of 
knowing x and know what x is. Thus a sentence of the form “a knows x” can 
always be transformed into a sentence of the form “a knows what x is”; and the 
latter, in turn, is readily transformed into “a knows that x is F.” Hence even if 
Plato’s primary concern is knowledge of objects, this concern can readily be 
phrased in modern idiom as knowledge that a particular proposition is true.19 

That is, justification, for Socrates, will be something that is possible to recite.  
It will be a proposition we can tell someone else. That is one of the requirements.  
As we noted earlier, for justification we must be able to answer the question, 
“How do you know that you know?” This will necessarily be in proposition form.  
Socrates recognizes this. He knows that justification will come as propositions. 
However, we must keep in mind that Socrates rejects all forms of justification that 
results in merely reciting something that we may or may not get right when we 
recite it. There must be something more either to justification or along with 
justification to make it turn to knowledge. This is exactly what Gettier wanted. 

We can see how much Socrates’ discussion of the requirement of justification 
for knowledge lines up with what Gettier argued for in his article.  Gettier’s point 
that JTB is not sufficient for knowledge was previously argued by Socrates. Socrates 
originally points out that we need something more, whether in justification itself 
or along with justification, to produce knowledge. He even gave us what has 
become known as a Gettier Case to show why this is necessary. 
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This is not to say that Gettier necessarily plagiarized Socrates. We must 
remain charitable to Gettier. There are two possible mistakes that Gettier might 
have made. The first is that he was not charitable to Socrates.20 He may have taken 
Socrates’ objections to justification at face value. It is possible that Gettier treated 
this dialogue Socratically and merely thought that Socrates was leaving it up to us 
to continue the discussion. He may have tried to do this very thing. His article 
may have been what he saw as this continued discussion; though, it seems he 
added nothing new. Another possibility is that he merely did not spend the time 
following proper scholarship. This is a simple and common mistake. We often 
look at philosophical works merely to find what we want. We often do not look at 
them entirely. It is possible that Gettier was negligent this way. In either of these 
cases, the result remains the same: Socrates clearly argued for this problem before 
Gettier. We must learn from Gettier’s error and not make the same mistake. 

At this point, it might be objected that Socrates did not bring about the 
Gettier Problem before Getter. That is, it might be said that because the characters 
in Gettier's example were genuinely justified while Socrates' examples were not of 
genuine justification there is a disconnect between the two. However, if we look 
closely, we can see how Socrates makes Gettier’s point, but in a different way.   

In Gettier's examples, he presupposes justification. Without any more 
information, we must understand this to be genuine justification and not absolute 
justification, as absolutely justification would preclude any possibility of being 
wrong. Gettier then goes on to show how, even with this justification, Smith can 
be said, according to justified true belief theory, to know that "the man who will 
get the job has ten coins in his pocket" when we do not actually want to attribute 
that knowledge to him. If we refer back to Gettier’s first case, we will remember 
that (d) is “Jones is the man who will get the job, and Jones has ten coins in his 
pocket” and (e) is “The man who will get the job has ten coins in his pocket.” 
From here, Gettier goes on to state, “Let us suppose that Smith sees the entailment 
from (d) to (e), and accepts (e) on the grounds of (d), for which he has strong 
evidence. In this case, Smith is clearly justified in believing that (e) is true.”21 
When we looked at this earlier, we saw how Gettier was right that (d) is false 
while (e) is true, and the justification that allowed Smith to accept (d) also allowed 
him to accept (e). The problem is that we do not want admit that Smith knows (e) 
because he did not actually know that he, and not Jones, would get the job.            
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If we continue to examine what is going on, we can see what Gettier is 
actually trying to show us. He is trying to show that we can accidentally ‘know’ 
something we should not know. It was only by accident that Smith stumbled into 
(e). Gettier’s point is to show us how our current conception of justified true belief 
theory is not always enough for us to be said to have knowledge. It allows that 
attributing of knowledge in situations where we would not want to attribute 
knowledge. This is the heart of Gettier’s examples. 

This is exactly what Socrates is trying to show us. He gives us examples of 
what justification can look like, and he follows them by telling us how 
justification can fall short. He is showing us where something that is considered 
justification is not always sufficient. In his first example he shows us how simply 
stating a belief would often lead to attributing knowledge in situations where we 
would not want to attribute it because that is “a thing that everyone is able to do 
more or less readily ...” as Theaetetus says (Theaetetus, 206d-e). In the second 
example he states that requiring a listing of the ‘elements’ of thing would also be 
problematic (Theaetetus, 207c). We would either be attributing knowledge in 
situations where it would not exist (the example of the U.S.S. Arizona comes to 
mind) or never attributing knowledge (the example of having to name every part 
of a wagon shows this). He also rejects this form of justification because it can lead 
to accidental knowledge (such as the school boy accidentally spelling the name 
correctly). Finally, Socrates rejects the third example for being circular and 
requiring knowledge to gain knowledge. In each of these examples, Socrates finds 
some reason to show how justified true belief theory (and particularly the 
justification aspect) is insufficient to lead to knowledge.             

Through this, we can see how both Socrates and Gettier are arguing for the 
insufficiency of justification. Gettier uses his examples to show how Smith can be 
said to ‘know’ (e) when he does not actually possess that knowledge. Socrates uses 
his examples to show how certain forms of justification will lead us to attributing 
knowledge where it does not exist. The main difference is that Gettier’s example is 
broad and not tied to any particular theory of justification while Socrates points to 
several, at that time widely accepted (at Theaetetus 208c Socrates claims the third 
example of justification he gives is “what the majority of people would say"), 
theories of justification. Though slightly different, both Gettier and Socrates were 
discussing the same situation. Gettier may presuppose justification while Socrates 
is examining justification; however, they both are questioning the sufficiency of a 
justified true belief leading to knowledge. Gettier is just arguing that we need 
something more to find knowledge where as Socrates is arguing that our current 
conceptions of justification are the problem. If we want to be extremely charitable 
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with this, we could even argue that Gettier, though failing to give Socrates credit 
for this, is simply arguing that we still do not have enough of an understanding of 
justification to accept the sufficiency of the justified true belief condition as it 
pertains to leading to knowledge. Regardless of which conclusion we accept, 
whether or not to be extremely charitable to Gettier, the situation is the same: 
both Socrates and Gettier are arguing that there are cases where justification (or 
justified true belief theory) is insufficient for knowledge. Socrates simply blames 
the current conceptions of justification for this shortcoming while Gettier merely 
points out the problem, claiming no particular fiend for the shortcoming. 

5. Solutions to the Gettier Problem 

Before we begin to examine whether Socrates also presented answers to his 
Gettier Problem, we must note two things. The first is what we are going to do in 
this section. This will allow us to set a scope and be as charitable as possible to 
Socrates. The second is to finish looking at what Socrates asserts about 
justification. Once we have done both of those things, we can see if Socrates 
provided us clues to answer the problem of knowledge. 

Within this section, we are only trying to see if Socrates answered what has 
become known as the Gettier Problem. One possible way this could be done is by 
merely providing the outline to justifications designed to avoid this problem. This 
is what we are looking for. We are not trying to find a complete analysis of 
justification. We are merely trying to see if Socrates provided an answer to the 
specific Gettier-style problem. To find a complete theory, to examine his theories 
to see if they answer all objections to justification, or to try to construct a 
complete theory out of Socrates’ hints, is outside the scope of this thesis. 

With the first of our two goals accomplished we can move on to the second. 
Here we are going to see what other implications are involved in his three 
suggestions and objections regarding justifications. 

There is another problem we can infer from Socrates’ discussion of the elements 
and the complex. We must not make the epistemic standard for justification too 
stringent. This would prevent us from possessing knowledge that we believe 
intuitively that we should have. If we refer back to the wagon example, and update it 
a little, this becomes clear. Let us look at a car, the modern wagon. Almost all, if 
not all, of us can give an account of what a car is. However, our account is more 
like Socrates’ original account of the wagon: wheels, axle, seats, steering wheel, 
gas, engine, transmission, etc. Some of us can list more; some can list less. However, 
we all know the basic elements that are necessary for something to be called a car. 
If we had a requirement like Socrates’ second account of justification, that is, if we 
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were required to list every part that goes into making a car, most of us would not 
be able to provide an account for knowing what a car is. If our account requires 
something as comprehensive as that, knowledge becomes almost impossible.   

What could be possible for a solution to this is to merely consider the 
requirement for the major parts of the object we are trying to know. For example, 
when we consider our knowledge of a person, we need not list every part of the 
human body. When we are thinking of a person, we do not need to list every 
characteristic they possess. We may only need to be familiar with the major/ 
important characteristics or parts of that person. Another possibility is that we 
need to know all of these things, but only indirectly. This could be accomplished 
in the same way that we can ‘borrow referents.’   

Hilary Putnam argued that there is a “division of linguistic labor.”22 This 
idea holds that each person in society has a different job when it comes to words. 
He uses the example of gold to explain this. Some people have the job of wearing 
gold. Some people have the job of selling gold. Some people have the job of telling 
if it really is gold. Not everyone has to be able to do all the jobs. Each person only 
has to be able to do their job. In the same way, people in a community have 
different jobs when it comes to words. It is up to the experts to tell us when 
something is gold and we can apply the word to it. We do not all need to be able 
to tell that it really is gold to be able to apply the word to it. We have experts that 
tell us whether something is Au or not. We rely on them to tell us where it is 
appropriate to use the word ‘gold.’ In this way we borrow the reference from 
experts. They tell us that such and such is gold or such and such is water. From 
then on, we can refer to that substance (or substances that share the properties of 
it) when we use the word ‘water’ or ‘gold.’ We do not need to be able to determine 
the reference of these words. The experts tell us what the reference is, and we 
borrow it to allow us to use the word to successfully refer to the substance.23 

In the same way, we can borrow the knowledge from the experts on any 
subject we choose. This would allow us to have knowledge while still having a 
strict requirement for justification. This strict requirement may then be able to 
avoid the Gettier problem. However, we must be wary and not fall into the 
mistake of which Socrates warns us: we must not reduce justification to merely 
reciting something.   

This knowledge (or justification borrowing as would be a more appropriate 
term) would fit well with Socrates’ earlier statements in the Theaetetus about 
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authority. At 144e, Socrates uses the example of tuning a lyre. This example gives 
two implications. The only one we need to be concerned with is the implications 
that appeal to authority is a valid form of justification. Socrates asks Theaetetus if 
they should trust Theodorus about the tuning of a lyre. He notes that they should 
only do so if they found him to be a musician or knowledgeable about music. Only 
in fields that Theodorus is reliable in should he be trusted as an authority. At 
167c-d Socrates discusses, in Protagoras’ place, having authorities in certain areas 
of knowledge. A gardener is one who can make plants healthy. A teacher is one 
“who is able to educate his pupils ...” Also at 170a-b Socrates argues that even the 
common man admits that others know more than himself in certain areas and that 
we must appeal to their authority on issues. Still at 178d he provides a few more 
examples of appeal to authority including that of a wine connoisseur. Finally, at 
179b Socrates states that we ought to appeal to authority on certain issues. 

Nevertheless, we must remember that, even though the dialogue ends in an 
aporetic manner, there is still truth to be found in the dialogue. Socrates still 
wants us to finish the discussion. The aporetic ending does not preclude us from 
finding justification that could answer the Gettier Problem. Simply because 
Socrates did not hand down the answer to us does not mean that there is no 
answer to be found.24 We can use his guidance to see what answers may possibly 
lay within the dialogue. 

With this said, let us begin to see if we can answer the problem Socrates has 
posed to us. Fine gives us a lead onto how to answer this problem from a general 
perspective when she argues, “Plato’s logos condition on knowledge concerns the 
content of one’s claim to know: a logos must be suitably explanatory. In addition, 
Plato claims, one counts as knowing a particular object only if one also knows the 
referents of any terms contained in its logos.”25 If Fine is right, this would be a 
simple solution to the Gettier Problem. Within Gettier’s first case, Smith believes 
that “The man who will get the job has ten coins in his pocket.” He is also, 
according to Gettier, justified in this proposition because of other information he 
has. He takes this justification and changes the referent from Jones to ‘the man who 
will get the job.’ However, if we take Searle’s Cluster Theory of Proper Names into 
consideration, we can understand how this solves the problem.26  According to this 
theory, the referent is whatever satisfies enough of the associated descriptions.27 

                                 
24 Corlett, Interpreting Plato’s Dialogue, 47. 
25 Fine, “Knowledge and Logos,” 367. 
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While ‘the man who will get the job’ is not a proper name, it still has a particular 
referent. That is, ‘the man’ is supposed to refer to someone specific. In Gettier’s 
example, Smith believes that the referent is Jones. This is supposedly what justifies 
Smith in accepting that he knows (e). However, when we acknowledge that the 
referent of ‘the man who will get the job’ refers to Smith and not Jones, we can see 
how knowledge could not be attributed to Smith. The information that justified 
Smith’s believing that Jones would get the job would all have a particular referent, 
and the descriptions that belong to referent could not be satisfied by Smith. They 
could only be satisfied by Jones. In this way, Smith could not be justified in 
believing that Jones. He would only be justified in believing Jones would get the 
job. That is, Jones is the only person that could satisfy enough of the descriptions 
that Smith believes are included in the justification. Even without ‘the man who 
will get the job’ being a proper name, we can understand how Searle’s concept of a 
description having a particular referent can avoid the Gettier Problem. It allows us 
to argue that Smith was not justified in knowing (e) and, therefore, did not possess 
knowledge. 

However, we still have the concern about circularity from Socrates’ third 
suggestion. This may not be a wholly bad thing, though. As Alston states, 
“[D]espite appearances, epistemic circularity will not prevent one’s using what is 
learned from perception as a basis for knowledge or justified belief that perception 
is reliable.”28 While this has to do with the reliability of perception specifically, 
the point is still important: circularity is not necessarily a bad thing. As Schmitt 
argues, “[E]pistemic circularity does not force us to abandon the traditional 
connection between justifiedness and answering legitimate doubts. An epistemically 
circular inference can justify a belief ...”29 Even Fine agrees with this when she 
asserts, “... [Plato] shows that the circularity resulting from his interrelation model 
is virtuous, not vicious.”30 She continues, 

The view that the regress is infinite and linear need not concern us further here, 
for Plato’s interrelation model of knowledge avoids it: on his view, one does not 
continue supporting claims to knowledge linearly ad infinitum, but only within 
the confines of a particular framework, music or medicine, say. Still, this leaves 
us admitting that accounts will circle back on themselves, within a particular 
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discipline. I agree that this sort of circularity results from Plato’s interrelational 
model. But it is not an unfortunate problem. Rather, it is one of Plato’s 
significant contributions to epistemology to have seen that we do not possess bits 
of knowledge in isolated, fragmented segments. One never knows a single entity, 
in isolation from its ties to other things; all knowledge involves systematic 
interconnecting. Correspondingly, that one knows a particular object cannot be 
ascertained solely by looking at what one says about it, in isolation from one’s 
general epistemic repertoire ... 31 

One way to take this is that Fine is arguing that Plato’s model is based on a 
coherentist scheme. Sosa states, “Coherentism tries to explain [justification] by 
appeal simply to relations of coherence among beliefs in [the agent].”32 He goes on 
to state, “When a belief is epistemically justified, it is so in virtue of being part of a 
coherent body of beliefs, one sufficiently coherent and appropriately comprehensive.”33 
If we take justification to be coherentist in nature, as Sosa explains it, this would 
avoid Socrates’ objection to this suggestion. It may not make it, in and of itself, 
sufficient for knowledge. However, it does allow it to be used as one of the several 
justifications. This combined with Fine’s other statement, “Socrates agrees with 
the third suggestion to this extent: accounts must at least involve uniquely referring 
descriptions. But he emphasizes that they are not sufficient for knowledge, since 
they are also necessary for true belief,”34 gives us two conditions that would allow 
the Gettier Problem to be avoided. 

However, it is questionable whether we want to accept this coherentist 
interpretation of Socrates’ statements. We might want to accept a foundational 
approach, a reliabalist approach, or some other coherentist approach. However, 
deciding whether this dialogue fits better with a foundational or coherentist 
approach is outside the scope of this section. The scope of this section is only to 
see whether the Gettier Problem can be found within the Theaetetus and if 
Socrates offers any possible answers to the problem he himself poses. 

Nevertheless, regardless of which epistemic interpretation or approach we 
take, the conclusion is the same: we can see that Socrates argued for what has 
become known as the Gettier Problem long before Gettier. When we looked at 
Gettier’s article, we saw that it is based on the insufficiency of the justification 
requirement. Gettier argues that an additional requirement, beyond merely 
holding a justified true belief, must be fulfilled before it can be said that someone 
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possesses knowledge. He argues that without this additional requirement, whether 
it be a stronger justification requirement or another requirement, we are forced to 
attribute knowledge to people in situations where we would rather not. We also 
looked at the Theaetetus. In this dialogue we saw that Socrates suggested three 
possibilities for justification. He rejected each as not being sufficient for 
knowledge. In the end he finally said that knowledge is not JTB; there must be 
something more. Socrates shows that this is the case. He argues the same thing 
that Gettier claims. He even gives us a Gettier Case to show where the justification 
fails. It is a case where we would be forced to attribute knowledge where we 
would not want to. It results in the same alleged accidental ‘knowledge’ that the 
cases Gettier provides in his own article results in. In all this we can see that 
Socrates presented what has become known as the Gettier Problem and Gettier 
Case long before Gettier even laid pen to paper. 
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The debate over epistemic closure rages in current epistemology, with fervent 
opponents of closure confronted by equally ardent advocates. In this paper, we do 
not take sides in the dispute, but we claim that some of the thrusts and parries 
may be based on misunderstandings of what it would be for epistemic closure  to 
hold. Based on our clarification of this issue, we address  the question of how far 
reason can take each party in the dispute; we try to determine, in other words, the 
limitations on reasoning about closure. 

The dispute over epistemic closure concerns the question of whether 
knowledge is closed under logical implication. What exactly is intended by the 
claim that knowledge is  so closed? Several different interpretations are possible. 

Normally, the claim that a certain set is closed under a certain operation is 
understood to mean that the result of applying that operation to an element of the 
set yields another element of that set. In this sense, for example, the set of natural 
numbers is closed under the operation of squaring but not under the inverse of 
that operation. Understood in this strict sense, the idea that knowledge is closed 
under logical implication would amount to the following principle: where S is a 
person, and p and q are propositions, 

(1) If (i) S knows p and (ii) p implies q, then (iii) S knows q.  

Something like this certainly holds when knowledge of a proposition presupposes 
knowledge of one of its consequences. Perhaps, for example, it is impossible to 
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know that there is a brown table in the room without knowing there is a table in 
the room. According to (1), however, one knows every logical consequences of 
what one knows. Since every truth implies every truth of arithmetic, it follows, 
according to (1), that anyone who knows any truth knows every truth of 
arithmetic. If closure in this strict sense were at issue, there would not be much of 
a dispute: since one does not always recognize that a proposition that one knows 
implies some other proposition, one does not always know a logical implication of 
what one knows. 

Nor does it help if we amend (1) in the following manner:  

(2) If (i) S knows p, (ii) S knows that p implies q, then (iii) S knows q. 

This principle is mistaken as well: Someone who knows p and knows that p 
implies q might not (for whatever reason) believe q. Since belief is a condition for 
knowledge, it follows that such a person would not know q. Suppose, then, that 
we add a belief condition to (2): 

(3) If (i) S knows p, (ii) S knows that p implies q, and (iii) S believes q, then (iii) S 
knows q. 

The problem here is that while (i)-(iii) ensure that S’s belief q is true, a true belief 
does not by itself constitute knowledge.  

We may be certain that if S holds a belief q that follows from a known 
premise, then S’s  belief is true. A correct principle of closure, however, must 
ensure not just that q is a true belief but also that it is  a matter of knowledge. But 
even this is not sufficient for a principle of closure. For example, 

(4) If (i) S knows p, (ii) p implies q, and (iii) S perceives q, then (iv) S knows q. 

is certainly true (given that ‘perceives’ is taken in its propositional sense, according 
to which ‘perceives p’ implies ‘knows p’), but it does not count as a principle of 
closure. Although (4) is an epistemic truth and guarantees that q is known, it does 
not specify sufficient conditions for S’s knowing q on the basis of an inference 
from a known premise. For this reason, (4), though true, is not relevant to the 
closure debate. The principle does not address the question of whether under 
certain conditions, knowledge of p is deductively transmitted to q.  

Accordingly, we shall understand a principle of epistemic closure to be any 
principle that attempts to specify (non-circular) conditions in which knowledge of 
p is extended by deductive inference to knowledge of q. More specifically, it is any 
principle that claims (without circularity) that if one knows p, p implies q, and 
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certain other specified conditions hold, then one knows q on the basis of a 
deductive inference from p. As Williamson remarks, such a principle articulates 
the intuition that “deduction is a way of extending one’s knowledge.”1 

Adding different sets of conditions to the claim that one knows p and p 
logically implies q will result in different principles of closure, some more 
plausible than others. As we understand it, the dispute over epistemic closure 
concerns the question of whether any of these principles is true. There is, however, 
no reason to suppose that there is at most  one correct principle of closure. Thus, 
the question is whether there is at least one true principle of closure. 

Discussions of closure may focus on one or a few possible principles; 
nevertheless, many philosophers think of the dispute in the foregoing manner, 
that is, as the question of whether there is at least one true principle of epistemic 
closure. Feldman, for example, who is an advocate of closure, characterizes his 
opponent’s position as follows: “In my mind, the idea that no version of the 
closure principle is true – that we can fail to know things that we knowingly 
deduce from other facts we know – is among the least plausible ideas to gain 
currency in epistemology in recent years.”2 On the other hand, Hales, who is an 
opponent of closure, surveys the various ways in which closure principles could be 
formulated and comes to the conclusion that it is a mistake to suppose that 
“knowledge is transmitted or flows down through known implication.” He says: 
“Not in the offing are non-trivial necessary truths that allow us to conclude what 
someone ... knows on the basis of other things they... know.”3 De Almeida, another 
opponent of closure, argues “against every tenable closure claim.”4 For these, and 
other philosophers, the issue is whether there is any true principle of epistemic 
closure. 

How might one argue that there is no true principle of epistemic closure? A 
common sort of anti-closure argument targets a particular formulation – one 
taken, perhaps, as the best contender for a correct principle – and attempts to 
refute closure by showing that the targeted formulation is false.5 The selected 

                                 
1 Timothy Williamson, Knowledge and Its Limits (Oxford: Oxford University Press, 2000), 117. 
2 Richard Feldman, “In Defense of Closure,” Philosophical Quarterly 45 (1995): 487.  
3 Stephen Hales, “Epistemic Closure Principles,” The Southern Journal of Philosophy 33 (1995): 199. 
4 Claudio de Almeida, “Closure, Defeasibility and Conclusive Reasons,” Acta Analytica 22 

(2007): 301. 
5 See Fred Dretske, “Epistemic Operators,” Journal of Philosophy 67 (1970): 1007-23, and “The 

Case Against Closure,” in Contemporary Debates in Epistemology, ed. Matthias Steup and 
Ernest Sosa (Malden: Blackwell, 2005), 13-26; Colin McGinn, “The Concept of Knowledge,” 
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formulation is taken as a make-or-break principle: if it, or some close cousin, is not 
true, then no principle of closure is. Though some of these arguments have considerable 
plausibility, we shall argue that all such arguments are, in an important sense, self-
defeating.  

Consider the following formulation of closure: where S is a person, and p 
and q are propositions:  

(PC) If (i) S knows p, (ii) p implies q, and (iii) S believes q because S has competently 
deduced q from p, then (iv) S knows q.6 

Among friends of closure, a general consensus seems to be emerging that at least 
something like (PC) is correct. Many would claim that if (PC) – or at least a close 
cousin of (PC) – is not correct, then it is hard to imagine what a correct principle 
of closure would look like.    

One argument against closure maintains that a denial of closure is essential 
to blocking scepticism. But if (PC) is the principle of closure that figures in the 
classical sceptical argument, then that argument does not make the case for 
scepticism. The first premise of such an argument will be an instance of (PC); if we 
use the brain in a vat example (BIV), the premise says:  

If (i) you know that you have hands, (ii) the proposition that you have hands 
implies that you are not a BIV, and (iii) you believe that you are not a BIV 
because you have competently deduced that you are not a BIV from the fact that 
you have hands, then (iv) you know that you are not a BIV. 

The sceptic maintains, however, that since no one is in a position to know that he 
or she is not a BIV, you do not know that you have hands. Similarly, the sceptic 
might argue that since no one is in a position to know that the world did not come 
into existence five minutes ago, you do not know that you had breakfast a few 
hours ago. 

There is a problem with this line of argument, which is that even if (iv) is 
false, given (PC), we may infer that (i) is false only if (ii) and (iii) are true. But in 
the BIV example, (iii) requires that you deduce that you are not a BIV from the 
fact that you have hands. It strains credulity, however, to suppose that those of us 

                                                                                  
Midwest Studies in Philosophy 9 (1984): 529-54; and Robert Nozick, Philosophical 
Explanations  (Cambridge: Harvard University Press, 1981), 204 ff. 

6 For similar formulations, see: Williamson, Knowledge and its Limits, 117; Dretske, “The Case 
Against Closure,” 13; and John Hawthorne “The Case For Closure,” in Contemporary Debates 
in Epistemology, 29. 
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who believe that we are not BIVs do so because we have competently deduced the 
latter from the fact that we have hands. In other words, (i) and (iv) are inconsistent, 
given (PC), only when the other antecedent conditions in (PC) have been satisfied; 
but it is implausible to suppose, as required by the sceptical argument, that (iii) is 
satisfied. So the denial of (PC) is not required to block the classical sceptical 
argument.7 

Our central thesis, however, concerns any anti-closure argument; we claim 
that all such arguments are problematic. We shall illustrate the difficulty we have in 
mind by considering an anti-closure argument directed at (PC), where this is 
supposed to be a step in showing that no closure principle is true. Our aim is not so 
much to defend (PC) as to illustrate the problem that all anti-closure arguments face. 

(PC) tells us that an argument of a certain kind always ensures knowledge 
of the conclusion. It will be useful to introduce a term to characterize an argument 
of this sort. Let us say that a person S has a strong argument for q if there is an 
argument whose premise is p and conclusion q, where S, p, and q satisfy 
conditions (i)-(iii) of (PC). Clearly, the premise of a strong argument must be true 
(because S knows p) and must imply the conclusion. Hence, a strong argument is 
guaranteed to be a sound argument. If (PC) is a correct epistemic principle, one 
knows q on the basis of a deductive inference if one has a strong argument for q. 

Those who deny closure, at least in the form of (PC), contend that someone 
who has a strong argument for some proposition does not necessarily know that 
proposition; that is, they are committed to the idea that there is (or may be) an 
individual S and a pair of propositions p and q that satisfy conditions (i)-(iii) of 
(PC) but not condition (iv). Thus, drawing on the concept of a strong argument, 
we may formulate the denial of (PC) as follows: 

(NPC) Having a strong argument for q is not sufficient for knowing q. 

How might one argue in support of (NPC)? Suppose that you recognize that 
Julia knows a certain proposition, p, p logically implies another proposition, q, and 
Julia believes q because she has competently deduced q from p, but does not know 
q. You reason as follows:  

Julia has a strong argument for q, but she does not know q. Therefore, (NPC) is 
true.  

                                 
7 A similar point is made by Michael Blome-Tillman, “A Closer Look at Closure Scepticism,” 
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What exactly does your argument show? Does your argument yield knowledge of 
(NPC)? 

Suppose that your argument does ensure that you know (NPC). If you know 
(NPC), then (NPC) must be true, for one can know only what is true. But if (NPC) 
is true, then the features required by a strong argument are not sufficient for 
knowledge of the conclusion. So even if your argument for (NPC) is a strong 
argument, you do not on that account have knowledge of (NPC). But if an 
argument yields knowledge of its conclusion, then there must be features of the 
argument in virtue of which it yields that knowledge. Therefore, if your argument 
gives you knowledge of (NPC), then you, the premise, and the conclusion must 
satisfy some other set of conditions – that is, other than the set consisting simply 
in (i), (ii), and (iii) – in virtue of which the argument yields that knowledge. But if 
there is such a set of conditions, there is a correct formulation of epistemic closure 
– one that is true even though (PC) is false. So unless some principle of epistemic 
closure is correct, your argument cannot give you knowledge that (NPC) is true. It 
follows that you can come to know that (PC) is false on the basis of a deductive 
argument only if there is some correct principle of closure. Consequently, your 
argument, if sound, is a vindication of closure rather than a refutation of closure. 

Someone might object that even if closure is false – even if every principle 
of closure is false – it does not follow that one can never use deductive reasoning 
to extend knowledge. If (PC), for example, is false, then conditions (i), (ii) and (iii) 
are not always sufficient for knowledge of the relevant sort. It is possible, 
nevertheless, that these three conditions are sufficient to ensure knowledge in 
some circumstances. But then, it is possible that  you, the premise and the 
conclusion of his argument fit those circumstances, in which case your argument 
ensures knowledge of the conclusion – even though (PC) is false. 

Suppose, then, that (PC) is false, but there are further conditions which, in 
conjunction with (i), (ii) and (iii), suffice to ensure inferential knowledge. Let “C” 
designate those conditions. Of course, to say that conditions (i), (ii) and (iii) are 
not always sufficient to ensure inferential knowledge is to assert, simply, that (i), 
(ii) and (iii) are not sufficient for such knowledge. On the other hand, if (i), (ii) 
and (iii) are sufficient to ensure knowledge of the appropriate sort in the presence 
of C, then conditions (i), (ii), (iii) and C are jointly sufficient to ensure that 
knowledge. So the possibility raised in the objection assumes the following: 

(5) If (i) S knows p, (ii) p implies q, (iii) S believes q because S has competently 
deduced q from p, and (iv) C obtains, then (v) S knows q.  
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But if this is correct, then, again, there is a correct principle of  closure. Thus, 
closure must be a viable notion, even though (PC) is false. So the possibility 
proposed in the objection is incompatible with the idea that every principle of 
closure is mistaken and, more generally, with the claim that closure has been 
refuted. 

It may be instructive here to take note of Robert Nozick’s views on closure. 
Nozick is usually considered an opponent of closure. He understands closure as 
principle (2), cited earlier: 

(2) If (i) S knows p and (ii) p implies q, then (iii) S knows q. 

Nozick takes it that he has refuted this principle based on his account of 
knowledge. However, he clarifies his position as follows:  

... we have not said that knowledge never flows down from known premises to 
the conclusion known to be implied, merely that knowledge is not always so 
closed, it does not always flow down. This leaves room for ... situations where 
because the premises are known and known to logically imply the conclusion, 
the conclusion is also known. We need to identify and delineate which situations 
these are.8  

Nozick goes on to ask, “Under what conditions is knowledge transmitted from the 
premises of a proof to its conclusion?”9 

So Nozick appears to recognize that if knowledge is sometime transmitted 
through deductive inference, then there must be sufficient conditions for its 
transmission. Indeed, his answer to the foregoing question is: 

(6) If (i) S knows p, (ii) q is true and S infers q from p, (iii) if q were false, S would 
not believe p, and (iv) if q were true, S would believe p, then (v) S knows q.10 

But (6) is another closure principle. It appears, accordingly, that Nozick accepts at 
least one closure principle as correct.  

It may seem incongruous that Nozick, who is widely regarded as an 
opponent of closure, should endorse what seems to be a principle of closure. But 
perhaps the best explanation of this perplexing combination of philosophical 
views is simply this: Nozick, along with others, regards just one principle as a 

                                 
8 Nozick, Philosophical Explanations, 230. 
9 Nozick, Philosophical Explanations, 230. 
10 Nozick, Philosophical Explanations, 231-3. 
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principle of closure; in his case, it is our principle (2). On his view, if this principle 
does not hold, then neither does closure. On the other hand, we, along with others, 
regard many distinct principles as principles of closure. On our view, if any one of 
those principles hold, then so does closure. This attitude would seem to be shared 
by those who, discovering a counterexample to a favoured principle, attempt to specify 
further conditions in order to rectify the problem; the failure of a particular 
principle is not seen as the end of the story, as a refutation of closure. In any case, 
this disparity between the one-principle-of-closure and the many-principles-of-
closure viewpoints may be responsible for a certain amount of confusion in 
discussions of closure. It may be that the difference between certain foes of closure 
and certain friends of closure is more a matter of semantics than substance. 

Thus far, we have explicitly addressed an argument against (PC) and for 
(NPC). Our claim is that one cannot gain knowledge thereby that closure is 
mistaken. The reasoning that leads to this conclusion, however, does not hinge on 
(PC) being the favoured contender for a correct principle of closure; it can be 
generalized to apply to anti-closure arguments that take other formulations as 
representative of closure. Thus, one cannot refute closure by trying to discredit 
particular principles of closure. 

Our central argument, moreover, can be generalized still further to apply to 
any sort of argument against the claim that there is a correct principle of closure. 
The ultimate conclusion of any such anti-closure argument, whether or not it 
focuses on a particular formulation, is that closure fails, that is, that no principle of 
closure is true. Suppose that someone has an anti-closure argument that is not 
addressed to a particular formulation of closure. Suppose, in addition, that the 
argument meets the requirements of some closure principle, (PC*). Can one know 
that closure is false on the basis of such an argument? In order for the conclusion 
to be known it must be true. But if the conclusion is true, then, since it implies 
that (PC*) is false, the fact that the argument meets the requirements of (PC*) does 
not suffice for knowledge of the conclusion. Indeed, since the conclusion must be 
true if it is to be known, whichever features of the argument one takes to be 
relevant, the fact that one has an argument with those features cannot suffice for 
knowledge that closure fails. Thus, an anti-closure argument cannot yield 
knowledge of the conclusion. 

The preceding argument, if sound, shows that when closure is understood 
as a principle that specifies (non-circular) conditions under which knowledge of p 
is extended by deductive inference to knowledge of q, one can know on the basis 
of an argument that a given principle of this sort is false only if some such 
principle is true. But then, one cannot know on the basis of an argument that no 
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formulation of closure is true. This suggests that those who, like Hales, conclude 
that it is a mistake to suppose that “knowledge is transmitted or flows down 
through known implication” overstep the mark; they certainly do not know this 
conclusion on the basis of deductive reasoning. 

The fact that one cannot come to know that a given principle of closure is 
false on the basis of deductive reasoning unless some principle of closure is true 
does not, by itself, show that some principle of closure is true. This raises the 
question, How, if at all, could one come to know that a principle of closure is true? 
Won’t any argument in favour of closure suffer from an analogous difficulty?  

Let P* be a principle of closure. Since we can know only what is true, let us 
assume that P* is true. It seems clear true that one cannot show that P* is true on 
the basis of an argument unless some principle of closure is true. It does not 
follow, however, that we cannot establish, on the basis of a deductive argument, 
that P* is true. Indeed, P*, if true, may itself be sufficient for this purpose. One 
might object that this would be circular since according to this procedure we must 
know P* is true in order to show P* is true. But this objection is not correct: To 
infer P* from some premise, we must of course know that the premise is true. If 
the truth of that premise were to assume the truth of P*, then the reasoning would 
indeed be problematic. Suppose, however, that P* is a correct epistemic principle 
that says that when S, p, and q satisfy certain conditions, S knows q. Suppose that 
we, the proposition O, and P* satisfy these conditions, and that we can know O 
without knowing that P* is true. In that case, given the truth of P*, our argument 
must be sufficient to yield knowledge of P*. Not only is it possible to know, on the 
basis of deductive reasoning, that a principle of closure is true; it is possible even if 
there is only one correct principle of closure.                              

A more serious objection to the above points out that premise circularity is 
not the only kind of circularity, and, in particular, not the only kind of circularity 
that is objectionable, that renders an argument ineffective. Circularity is problematic 
when, in order for the argument to achieve a certain goal, say, knowledge of p, we 
must already have knowledge of p. That is, the desired output of the argument, φ, 
requires φ as input. But this is not the case in the argument for P*. For we may 
safely assume that the conditions cited in a closure principle do not include 
knowledge of, or justified belief in, that principle. That is, to satisfy the conditions 
of P*, it is not necessary to have prior knowledge of the truth of P*.  

A number of philosophers have heaped scorn on the idea that closure 
should be rejected. For example, Feldman describes it “as one of the least plausible 
ideas to come down the philosophical pike in recent years”11 and Bonjour claims 
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that it constitutes a reductio of any theory that implies it.12 We have not explicitly 
addressed the question of whether the denial of closure is absurd or even 
mistaken. But our central argument may offer some comfort to advocates of 
closure: it shows that the denial of closure is not something that we could come to 
know, at least not on the basis of deductive reasoning. On the other hand, it is 
possible to know on the basis of deductive argument that a principle of closure is 
true; it is possible even if there is only one correct principle of closure. 

 

                                 
12 Laurence BonJour, “Nozick, Externalism, and Skepticism,” in The Possibility of Knowledge, 

ed. Stephen Luper-Foy (Totowa: Rowman & Littlefield, 1987), 297-314. 
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Anti-intellectualist theories of knowledge claim that in some way or other, 
practical stakes are involved in whether knowledge is present (or, where the view 
is contextualist, whether sentences about knowledge are true in a given context). 
Interest in pragmatic encroachment arose with the development of contextualist 
theories concerning knowledge ascriptions, driven by particular examples such as 
DeRose’s bank case, Cohen’s airplane case, and illustrated more recently by Fantl 
& McGrath’s train case.1 In each case, there is an initial situation in which hardly 
anything is at stake, and knowledge is easily ascribed concerning whether the 
bank will be open on Saturday, what time a connecting flight will take off, or 
whether a given train is the one needed to get a one’s destination. The subsequent 
situation is one where the costs of being wrong are fairly significant from a 
practical point of view, and the claim made by pragmatic encroachers is that 
knowledge should not be ascribed in such situations and typically is not by 

                                 
1 Keith DeRose, “Solving the Skeptical Problem,” The Philosophical Review 104, 1 (1995): 1–52, 
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Notice as well that:  

4. You know that you believe p and have thus considered or entertained p.  

But now, the claim that you believe p isn’t a premise you can use in 
practical inference, because that would require considering or entertaining p, and 
you are rationally constrained not to do that. Moreover, if knowledge implies 
justification, then you are justified in believing that you believe p, even though it 
is not rational to act as if you believe p since that would seem to require 
considering or entertaining p. Perhaps there are some ways of acting as if you 
believe p that don’t require that, but the typical action will involve it: actions such 
as asserting it, agreeing that it is among your beliefs when asked, etc.  

A defender of pragmatic encroachment could reply that all that is needed is 
to find some way of acting as if you believe p that is rational, not that just any way 
of acting as if you believe p is rational. So maybe the principle should be that 
when you know p, there is always some way of acting as if p that is rational. I’m 
inclined to think this principle too weak. Maybe it is a necessary truth that there 
is always some way of acting as if p, or as if you believe p, that is rational when 
you believe p. Maybe much of what you do counts as refusing to act as if you 

believe p, and one way to act as if p is to refuse to act as if p. In order to sustain 

this weak construal, pragmatic encroachers will need to argue that this possibility 
never obtains in cases like the counterexample case above.  

This point leaves open a more subtle attempt at an anti-intellectualist position: 
that the connection between knowledge and practical affairs is both constitutive 
and defeasible. Such a proposal plays into the hands of the intellectualist, however. 
Imagine a defender of a justificationist account of knowledge admitting that there 
are cases of knowledge that don’t involve justification: they are just those cases in 
which the constitutive and defeasible connection between knowledge and 
justification is defeated! The obvious reply here is that you need a better name for 
your theory, such as “non-justificationist”. Anti-justificationist theories of knowledge 
insist that justification is never involved in knowledge; non-justificationist theories 
admit that it isn’t always so. In short, it is hard to see how one can claim to be a 
justificationist about knowledge while admitting that knowledge sometimes 
occurs without justification. Equally so, it is hard to see how to be a pragmatic 
encroacher about knowledge while admitting that sometimes the preferred 
connection between knowledge and practice is absent. 
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Notice that endorsing a negative characterization of pragmatic encroachment 
allows escape from this problem morally abhorrent propositions. The explanation 
of why one can’t use one’s knowledge regarding one’s beliefs in such cases is 
because the belief involves a morally abhorrent proposition, not because one’s 
epistemic condition with respect to the belief is somehow too weak. So, it would 
seem open to a defender of pragmatic encroachment to note that, in such cases, 
the failure of a link between knowledge and practice is not due to some flaw in 
one’s epistemic position.6 

Negative characterizations of pragmatic encroachment are, however, too 
weak to sustain by themselves the pragmatic encroachment conclusion. The reason 
that they are too weak is that we can parody such approaches by introducing 
political encroachment into an account of knowledge as well: knowledge is in part 
constituted by political aspects, since if one knows p and can’t get p accepted by 
every political party, it won’t be due to some epistemic weakness concerning p. Or 
aesthetic encroachment: if you know p, but p isn’t part of some beautiful picture 
or theory or story of some sort, it won’t be due to some epistemic weakness with 
respect to p. The lesson here is that if one wishes to endorse pragmatic encroachment, 
one must find more substantive ways to connect the two than simply to adopt a 
negative characterization of the connection, since such negative characterizations 
can be deployed on behalf of a variety of other factors that clearly do not sustain 
the claim that these other factors now deserve a line item in an adequate account 
of the nature of knowledge. 

The conclusion to draw is that general considerations about the nature of 
pragmatic encroachment show that there is good reason to resist the idea that 
practical matters are somehow involved in the nature of knowledge. One might 
still wonder, even if one grants this point, what to make of the original cases that 
prompted the idea that knowledge is infected in this way by practical affairs. In 
closing, I’d like to suggest an alternative explanation of these cases, even though none 
is strictly required for the argument just given against pragmatic encroachment.  

My own inclination here, for what it is worth, is that these cases aren’t so 
much an argument for anti-intellectualism as they are an argument for the falsity 
of an ordinary assumption we make about the value of knowledge, to wit: if you 
can’t act on the information in question, then what good is knowledge? Our 
preference for exceptionless generalizations here may be the problem, and I’m 
inclined to respond that knowledge can be valuable because of its connection to 
practice in virtue of the fact that it is normally and often enough a central feature 
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of what makes various practical endeavors rational. So I’m tempted to substitute a 
rejection of a certain value claim about knowledge for rejection of anti-intellectualism, 
but arguing for that position is something that remains to be done if it can be done 
at all.7  

This explanation in terms of a false presupposition about the value of 
knowledge mirrors a false presupposition we are all quite familiar with concerning 
the nature of knowledge. It is quite easy to design cases in which ordinary competent 
speakers will deny knowledge, revealing a false infallibilist presupposition concerning 
the nature of knowledge. For those of us who think that the theory of knowledge 
requires an approach that attends both to the nature and value of knowledge, the 
symmetry here between false assumptions in both domains is pleasing. Infallibilism is 
driven by one false assumption, and pragmatic encroachment by the other. It is a 
pleasing result to notice how fallibilist intellectualism is well-suited to avoid both 
false presuppositions. 

Regardless of the plausibility of this explanation of the original cases used to 
sustain a conclusion regarding pragmatic encroachment, the argument against 
pragmatic encroachment remains untouched. Whether one adopts a positive or a 
negative characterization of pragmatic encroachment, there are substantive grounds 
for rejecting the idea and endorsing the long-standing tradition of intellectualism 
in the theory of knowledge. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                 
7 Here I recommend the Fantl and McGrath, Knowledge in an Uncertain World, defense of anti-

intellectualism – in my opinion, it presents the most formidable challenge to this way of 
defending intellectualism. 
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“A healthy scepticism while in a car dealership will keep you from buying a ‘lemon’. An 
unhealthy scepticism might prevent you from obtaining a reliable means of transport.” 
Bill Shipley 

 
Bill Shipley is right: sometimes skepticism is healthy, and sometimes it is not. As a 
biologist, he draws this distinction only in passing, preoccupied as he is with 
important matters of biological methodology.1 His comment, however, is pregnant 
with practical wisdom concerning skepticism, much more so than he probably 
realized. A central aim of this paper is therefore to do some midwifery.  

In light of this aim, I shall articulate an approach to skepticism that differs 
significantly from the two main overarching approaches to be found in 
contemporary epistemology. The first we may call the ‘Foil Approach’ and the 
second the ‘Bypass Approach.’  

                                 
1 With arguing, for instance, that causality in biology can be inferred from correlation without 

randomized experiments.  
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The Foil Approach has prevailed in much of epistemology since the 
rediscovery of the works of Sextus Empiricus in the sixteenth century.2 Its 
adherents treat skepticism as a problem to be solved, or challenge to be met, or 
threat to be parried, or specter to be raised and dispelled, or heuristic opponent to 
be used.3 They characterize skepticism’s value, insofar as they deem it to have one, 
as accruing from its role as a foil contrastively illuminating what is required for 
knowledge and justified belief. As Duncan Pritchard notes, “it is in response to the 
problem of scepticism that most of the main currents of contemporary epistemology 
have been motivated.”4 And as John Greco argues: “skeptical arguments are useful 
and important because they drive progress in philosophy ... by highlighting plausible 
but mistaken assumptions about knowledge and evidence, and by showing us that 
those assumptions have consequences that are unacceptable.”5  

Whereas on the Foil Approach responding to skeptical challenges constitutes a 
(to some of its adherents the) central concern of epistemology, it does not on the 
Bypass Approach. Michael Williams encapsulates its spirit with his quip “that we 

                                 
2 As Jim Stone has noted: “Epistemology is largely a response to skepticism. A subtext of virtually 

every theory of knowledge has been to show how knowledge is possible or, at the least, to 
avoid an account that delivers us unto the skeptic.” (Jim Stone, “Skepticism as a Theory of 
Knowledge,” Philosophy and Phenomenological Research 60, 3 (2000): 537.) 

3 Some representative examples of such characterizations include the following: skepticism is 
treated as a problem to be solved in Keith DeRose, “Solving the Skeptical Problem,” in 
Skepticism: A Contemporary Reader, eds. Keith DeRose and Ted A. Warfield (Oxford: Oxford 
University Press, 1999), 183-219, as a challenge to be met in Ruth Weintraub, The Skeptical 
Challenge (London: Routledge, 1997), as a threat to be parried in Laurence BonJour, Epistemology: 
Classic Problems and Contemporary Responses, second edition (Lanham: Rowman & 
Littlefield, 2009, as a spectre to be dispelled in William Alston, “A ‘Doxastic Practice’ Approach to 
Epistemology,” in Knowledge and Skepticism, eds. Marjorie Clay and Keith Lehrer (Boulder: 
Westview Press, 1989), 1-29, and as a heuristic opponent to be used in Keith Lehrer, Theory of 
Knowledge (Boulder: Westview Press, 1990).  

4 Duncan Pritchard, Epistemic Luck (Oxford: Clarendon Press, 2005), 7. Pritchard adds: “In 
particular, sensitivity-based, safety-based, and attributer contextualist theories of knowledge 
all started out as antisceptical theories but are now theories of knowledge motivated on 
grounds that are independent of the problem of radical skepticism.” (Epistemic Luck, 7.)   

5 John Greco, Putting Skeptics in their Place (Cambridge: Cambridge University Press, 2007), 2-
3. Charles Landesman even thinks it “is no exaggeration to say that the philosophical topic 
that goes under the name of ‘epistemology,’ the effort to understand the nature and basis of 
human knowledge, has been propelled to a great extent by the loss of epistemic optimism 
caused by the skeptical revival.” (Charles Landesman, Skepticism: The Central Issues (Oxford: 
Blackwell, 2002), 71.) 



Healthy Skepticism and Practical Wisdom 

89 

get off the treadmill by overcoming the philosophical obsession with skepticism.”6 
Found primarily in naturalized epistemology, it “simply bypasses skepticism” as David 
Macarthur has put it, “when consistently pursued.”7 Such naturalized epistemology 
comes in two main versions: a radical one and a moderate one. The radical version 
recommends replacing traditional epistemology (and the pride of place it accords 
to answering skeptical challenges) with the psychological study of cognition, 
whereas the moderate version recommends making use of psychology and allied 
sciences studying cognition to resolve epistemological issues.8 Both versions, as 
William P. Alston characterizes them, decline to pursue epistemology as ‘first 
philosophy,’ and on both, “one approaches epistemology with the same ‘natural’ 
spirit as any other problem area – by working with any of our knowledge, beliefs, or 
assumptions that seem to be of relevance to the problem at hand; remembering 
that any of them can be called into question at a further stage of inquiry.”9   

Their respective merits notwithstanding, both the Foil and Bypass Approaches 
have come at a significant opportunity cost, for in contemporary (in contrast with 
ancient) epistemology the relationship between skepticism and practical wisdom 
has garnered nowhere near the attention it deserves, even surprisingly in Virtue 
Epistemology where the Foil and Bypass Approaches have largely held sway.10 The 
aim of this paper is to draw to it some deserved attention, not however by calling 
for a return to the suspension of judgment (or epoche) advocated by the 
Pyrrhonian skeptikoi, nor to the dogmatic denial of knowledge advocated by the 

                                 
6 Michael Williams. Michael, “Coherence, Truth, and Justification,” Review of Metaphysics 34 

(1980): 272. 
7 David Macarthur, “Skepticism, Self-Knowledge, and Responsibility,” in Aspects of Knowledge: 

Epistemological Essays, ed. Stephen Hetherington (Oxford: Elsevier, 2006), 111. 
8 I am drawing here on the helpful overview of naturalized epistemology in Feldman (2010). 

Quine (1969) provides a paradigmatic example of a radical version of the Bypass Approach. 
Goldman (1992) provides a paradigmatic example of a moderate version. 

9 William P. Alston, Beyond “Justification”: Dimensions of Epistemic Evaluation (Ithaca: Cornell 
University Press, 2005), 8. 

10 Consider, for instance, the overview of the literature in Guy Axtell, “Virtue Theoretic Responses to 
Skepticism,” in The Oxford Handbook of Skepticism, ed. John Greco (Oxford: Oxford 
University Press, 2008), 557-580. Interestingly, Robert Audi briefly adumbrates (but does not 
develop) a view akin to the one to be defended here characterizes what he calls “excessive 
skepticism” as too strong and “excessive credulity” as too weak a disposition to deny or 
withhold belief. See his Epistemology: A Contemporary Introduction to the Theory of Knowledge 
(London: Routledge, 2002), 294. Also of interest are the essays in Abrol Fairweather and Linda 
Zagzebski, eds., Virtue Epistemology: Essays on Epistemic Virtue and Responsibility (Oxford: 
Oxford University Press, 2001) which pay scant attention to skepticism.  



Pierre Le Morvan 

90 

Academic skeptikoi of old.11 It will do so rather by exploring when skepticism is 
healthy and when it is not. 

For reasons that should become clear in what follows, our alternative may 
be called the ‘Health Approach’ to skepticism.12 It does not call for categorically 
rejecting the Foil or Bypass Approaches, nor is it incompatible with holding that 
valuable work can and should be done by epistemologists who continue with those 
approaches. It does, however, open up another important avenue for epistemological 
investigation, one that merits consideration. So I hope to show in what follows.  

I. Some Clarifications 

Before we begin our exploration, four clarifications are in order. 
First, it will not be a concern of this paper to answer perennial skeptical 

challenges to our knowledge of the external world, or of other minds, or other such 
targets. Like the Bypass Approach, the Health Approach is not in the business of 
answering or responding to such challenges, and it presupposes that there is much 
that we know and have good grounds for believing. For instance, I know that I am 
writing this now, that there is an oak tree outside my window, that 5 + 7 = 12, that 
you my reader exist, and the like. Unlike the Bypass Approach and like the Foil 
Approach, however, it does take skepticism to be a central focus of attention. 

Second, the Health Approach presupposes that truth is objective at least in 
the minimal sense that believing something does not make it so, that something’s 
being true does not mean we believe it, and that we are capable of making 
mistakes.13 Truth will be understood here in the basic Aristotelian way that what 
we believe (or say) is true if things are as we believe (or say) them to be, and false 
if things are not as we believe (or say) them to be. 

Third, the Health Approach is in principle compatible with a variety of 
alternative accounts of knowledge and of justification (or positive epistemic status 
(PES) if one prefers a more neutral expression), and does not crucially turn on any 

                                 
11 A compelling case can be made against such skepticisms, but I will not explicitly make that case 

here, although an implicit one against it can be derived from my discussion of healthy and 
unhealthy skepticism. 

12 I would have called it the ‘Virtue Approach’ but doing so would have been misleading insofar 
as it is not the approach that Virtue Epistemologists have heretofore adopted. 

13 This presupposition may strike some as platitudinous, and others (particularly relativists and 
postmodernists) as hopelessly naïve or benighted. For an excellent defense of the objectivity of 
truth in the minimal sense presupposed here and why it matters, see Michael P. Lynch, True 
to Life: Why Truth Matters (Cambridge: MIT Press, 2004).  
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particular account of them.14 Accordingly, you will not find in this paper a new or 
distinctive account of knowledge or of justification. I shall leave these notions 
undefined, and in what follows you may ‘read in’ your preferred account when I use 
these terms.15 Employing Wolterstorff’s distinction between analytic and regulative 
epistemology, the Health Approach falls squarely in the regulative camp.16 

Fourth, I shall understand skepticism as an attitude whereby one denies 
that some claim (or set of claims) is known to be true or justifiably believed, and 
credence as skepticism’s attitudinal converse.17  

II. Immune Systems: Physiological And Doxastic 

With the above clarifications in mind, we can begin our exploration. We will do 
so by taking a path not yet trodden in the epistemological literature; to wit, we 
will conceive of skepticism as playing the functional role of a doxastic immune 
system that protects the mind from false (or unjustified) beliefs, analogous to the 
way in which an organism’s physiological immune system protects it from antigens or 
harmful substances (such as bacteria, viruses, toxins, and malignant tissue). While 
having and maintaining a well-functioning physiological immune system is integral 
to the physiological health of an organism, so too is having and maintaining a 
well-functioning doxastic immune system integral to the doxastic health of one’s 
mind.18 

                                 
14 Provided, that is, that these accounts of knowledge or justification allow for the possibility of 

knowledge and justified belief and are compatible with truth being objective in the minimal 
sense presupposed here. 

15 This does not mean that I have nothing to say on these matters, but this is not the occasion. I 
develop and defend an account of knowledge in terms of epistemic security in my paper 
“Knowledge and Security” (a work in progress).                         

16 Nicholas Wolterstorff characterizes analytic epistemology as having the objective of producing 
accounts or theories of knowledge, justification, rationality, and so on, and offering definitions 
or analyses of these terms or concepts. Regulative epistemology, by contrast, aims to offer guidance 
for epistemic practice, and thus emphasizes the practical and social as opposed to theoretical 
challenges of interest primarily to epistemologists. (Nicholas Wolterstorff, John Locke and the 
Ethics of Belief (Cambridge: Cambridge University Press, 1996), xvi.) See also R. C. Roberts 
and W. J. Wood, Intellectual Virtues: An Essay in Regulative Epistemology (Oxford: Oxford 
University Press, 2009).   

17 My disjunctive expression “known to be true or justifiably believed” is not intended to equate 
knowledge with (mere) justified belief. Skepticism regarding justified belief is broader than 
skepticism regarding knowledge, but this distinction does not materially affect my main thesis. 

18 My contrast between physiological and doxastic immune systems does not turn on assuming a 
mind-body duality. I am not presupposing that the doxastic immune system is not in some 
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Immune systems, however, may malfunction by overreacting and by 
underreacting. We will consider both kinds of malfunction. 

Malfunctions of excess (or overreaction) at the physiological level can occur 
when the immune system rejects inoffensive agents (such as pollen or cat dander 
as is the case with allergies) or the organism’s own benign cells or tissue (as in the 
case with auto-immune diseases such as arthritis or multiple sclerosis). In such 
cases, the physiological immune system overreacts to non-threats to the detriment 
of the organism’s physiological health. Analogously, a doxastic immune system 
can overreact by rejecting claims that are true (or justified) as false (or unjustified) 
or rejecting already held true (or justified) beliefs as false (or unjustified), and it 
does so to the detriment of the mind’s doxastic health.  

Malfunctions of deficiency (or underreaction) can occur at the physiological 
level when the immune system fails to eliminate detrimental foreign agents (such 
as viruses or microbes or toxins) or fails to eliminate the organism’s own tissue or 
cells that have become malignant (such as cancerous tumors or lesions). In such 
cases, the physiological immune system fails to adequately protect the organism’s 
physiological health. Analogously, a doxastic immune system can be deficient in 
failing to reject as false (or unjustified) claims that are false (or unjustified) or 
reject as false (or unjustified) already held beliefs that are false (or unjustified). In 
such cases, the doxastic immune system fails to protect the mind’s doxastic health. 

Given these analogies, entitling this paper “A Public Health Approach to 
Skepticism” would only be partly facetious, for there is much to be said in favor of 
regarding skepticism from a public health approach, one concerned not primarily 
with the physiological health of organisms but with the doxastic health of minds 
(although both can be intertwined). Analogous to how a physiological infection in 
one organism may spread to others, a doxastic infection in one mind may spread to 
others through the transmission and propagation of false or unjustified beliefs. 
And analogous to how physiological immune deficiency or excess in one organism 
may instantiate a more widely-distributed one in a given population, doxastic 
immune deficiency or excess in one mind may instantiate a more widely 
distributed one as well. The doxastic health of one mind may be intertwined with 
the doxastic health of others; hence, the allusion to a public health approach. 

                                                                                  
sense or other physiologically grounded. I just draw the contrast to facilitate discussion. By 
‘doxastic health,’ I mean a mind properly attuned to important truths about itself and its 
world, and generally capable of distinguishing such truths from falsehoods. I shall have to 
leave a proper discussion of doxastic health to another occasion. 
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Now, of course, every analogy is only partial. I acknowledge that the 
parallels between the physiological and doxastic immune systems only go so far, 
and there are important ways in which they differ. To give but one example, it is 
pretty clear that the physiological immune system is endogenous and functions 
autonomically without conscious deliberation and discernment; by contrast, 
skepticism (which, as you recall, I am characterizing as playing the functional role 
of a doxastic immune system) is as an acquired disposition or trait which typically 
involves conscious deliberation and discernment. Despite this and other differences, 
however, the parallels between them are striking enough to make for an 
illuminating analogy.  

In keeping with this theme, then, let me offer some cases illustrating unhealthy 
and healthy forms of skepticism. The cases are by no means exhaustive, and there 
is significant overlap between them. They strike me as reasonably uncontroversial, 
and I hope they will strike you that way as well. We will begin by considering 
some cases of unhealthy skepticism, for, as in physiology and medicine, considering 
what is unhealthy can often give us insight into what is healthy. The cases we will 
consider do not involve fantastical philosophical thought-experiments that tax the 
imagination; all of them stem from the real world. 

III. Some Cases of Unhealthy Skepticism 

As suggested with our analogy with physiological immune systems that can 
malfunction by excess (or overreaction) and by deficiency (or underreaction), so 
too skepticism as a doxastic immune system can malfunction by excess and by 
deficiency. We will consider examples of the former and then the latter. 

III.a. Some Examples of Unhealthily Excessive Skepticism 

1. The Holocaust Denier. Despite overwhelming evidence that the Holocaust 
occurred, the Holocaust Denier skeptically denies that one knows or justifiably 
believes that it did, and attempts via numerous publications and presentations to 
spread this skepticism to others.19 
2. The Parti Pris Partisan. Fanatically devoted to her political party, the Parti Pris 
Partisan only listens to and reads the views of her own party and related media 
outlets, and skeptically denies the truth or justification of any alternative view 
that could call her own into question.20  

                                 
19 The infamous Ernst Zündel is a paradigmatic example of a Holocaust Denier.   
20 The shocking levels of ignorance and misinformation manifested at town hall meetings concerning 

the recent American health care debate provide telling examples of such unhealthy skepticism.  
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3. The Conspiracy Theorist. The leader of country C believes that the CIA has 
deliberately created AIDS to kill people in his country and continent, and that the 
use of anti-retroviral drugs is part of this plot to spread AIDS. He skeptically denies 
the truth or justification of alternative views, and blocks the implementation of 
AIDS prevention programs in his country. This results in hundreds of thousands of 
deaths that might have been prevented.21  

What These Cases of Unhealthily Excessive Skepticism Have in Common  
Despite differences in detail, notice that a pattern emerges from the cases 

above. In each, a skeptical attitude comes intertwined with an agenda (whether 
conscious or unconscious) inimical to genuine pursuit of the truth of the matter. 
This attitude in fact proves an impediment to its pursuit. In each case, moreover, 
the skeptic evinces a disregard or neglect of available evidence that might call into 
question views she antecedently holds. To generalize (though cautiously and 
tentatively), a salient characteristic of unhealthily excessive skepticism is that its 
denial that some claim is known to be true or justifiably believed comes untempered 
by a genuine desire to know the truth. If Aristotle was right that all men by nature 
desire to know, unhealthily excessive skepticism hinders its fulfillment.  

In the cases given above, I have supposed that the skeptic is at least sincere 
(however misguided) in her skepticism.22 Consider, however, the following two 
cases: 
4. The Obfuscatory Industrialist. Despite mounting scientific evidence that substance 
Ώ produced by his company is harmful to non-human animals, humans, and even 
to the broader ecosystem, the Obfuscatory Industrialist skeptically denies that one 
knows or justifiably believes this is the case, and even attempts to fund controverting 
studies and promote their dissemination in the media, all the while cloaking his 
agenda in the disinterested garb of ‘scientific debate.’23  

                                 
21 Readers will no doubt recognize that I’m alluding to Thabo Mbeki here. See W. M. Gumede, 

Thabo Mbeki and the Battle for the Soul of the ANC, 2nd ed. (London: Zed Books, 2008) on 
this matter.  

22 Similar cases can be found where the supposed skeptic is not sincere. For instance, see the 
discussion of the historical work of David Irving and others in Deborah E. Lipstadt, Denying 
the Holocaust: The Growing Assault on Truth and Memory (New York: Plume, 1994).  

23 For real life examples of obfuscatory industrialists, see Gerald Markowitz and David Rosner, 
Deceit and Denial: The Deadly Politics of  Industrial Pollution (Ewing: University of California 
Press, 2003). Peter J. Jacques (Environmental Skepticism: Ecology, Power, and Public Life 
(Farnham: Ashgate, 2009) offers a probing discussion of obfuscatory industrialism. Leah Ceccarelli 
(“Manufactroversy: The Art of Creating Controversy Where None Exists,” Science 
Communication and Education, Spring/Summer (2008): 82-84) offers interesting examples of 
what she calls “manufactroversy” or manufactured controversies. Other interesting discussions 
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5. The Lazy Wannabe Sophisticate. Wanting to appear intellectually sophisticated 
but without the hard work involved with carefully understanding and reasoning 
against position P, the Lazy Wannabe Sophisticate attacks P by trotting out blanket 
skeptical generalizations under the guise of intellectual rigor.24 

In cases like this, the person professing skepticism is not sincere, and may in 
fact even believe what he professes to deny or reject. These pseudo-skeptics while 
not genuine skeptics themselves may nonetheless by duplicity (or pretense or bad 
example) induce others into unhealthily excessive skepticism. It is thus possible 
for unhealthily excessive skepticism to spread in a given population even though 
its original propagators are not genuine skeptics themselves. 

We turn next to some cases of unhealthily deficient skepticism. 

III.b. Some Examples of Unhealthily Deficient Skepticism 

1. The Easy Seductee. Because he is so very attracted to his Seducer, the Easy 
Seductee lets himself believe his Seductor’s implausible assurances of love despite 
his better judgment. 
2. The E-mail Scamee. Though it seems to her too good to be true, the E-Mail 
Scamee forks over her personal financial information to an alleged ex-government 
official in another country who promises her a share of $10,000,000. 
3. The Evidence-Blind Father. Despite the evidence being all around him that his 
daughter is a serious drug-addict, a father continues to accept his daughter’s claims 
that everything is just fine and turns a blind-eye to ample countervailing evidence 
that she is in deep emotional and physical trouble. 

What These Cases of Unhealthily Deficient Skepticism Have in Common  

                                                                                  
of obfuscatory industrialists can be found in Naomi Oreskes and Erik M. Conway, Merchants 
of Doubt: How a Handful of Scientists Obscured the Truth on Issues from Tobacco Smoke to 
Global Warming (London: Bloomsbury Press, 2010), and in David Michaels,  Doubt is their 
Product: How Industry’s Assault on Science Threatens Your Health (Oxford: Oxford 
University Press, 2008).  

24 Ralph Flewelling derided such lazy wannabe sophisticates as “loungers whose chief 
occupation is to lie in the easy chair of skepticism.” (Ralph Tyler Flewelling, “The Easy Chair 
of Skepticism,” The Personalist 4, 4 (1923): 226.) He caustically added: “Now for a man who 
desires to assume the importance of intellectual superiority without paying the price of intellectual 
superiority, skepticism offers the easy way. Just why should one take courage of confessed 
ignorance and disbelief has been a conundrum to most of us. Men are ordinarily glad to be 
classed with the knowers and doers, and why any man should erect his ignorance and laziness 
and boast of it, is surely past finding out. There is nothing so cheap as skepticism.” (Flewelling, 
“The Easy Chair,” 223.)   
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Though the particulars differ, notice that a pattern also emerges from the 
cases above. Whatever the cause (be it self-deception, naïveté, inexperience, or 
other), in each, the person in question evinces a deficiency of skepticism amounting 
to gullibility. Unlike those who exhibit unhealthily excessive skepticism, those 
who exhibit unhealthily deficient skepticism are receptive to believing; however, 
what they are receptive to believing is not so much what is true as what they want 
to be true. Thus, in its own way, the skeptical attitude evinced by those who 
manifest unhealthily deficient skepticism also comes intertwined with an agenda 
(whether conscious or unconscious) inimical to genuine pursuit of the truth of the 
matter, and also evinces a disregard or neglect of available evidence that might call 
into question views the person wants to hold. To generalize (though cautiously and 
tentatively once more), a salient characteristic of unhealthily deficient skepticism 
or gullibility is that its receptivity to believing comes untempered by a genuine 
aversion to falsehood. 

Before we turn to cases of healthy skepticism, it is worth noting is that 
while the cases above may offer particularly glaring examples of unhealthily 
excessive skepticism and of unhealthily deficient skepticism, the manifestation of 
these attitudes is not an all or nothing affair, and each of us is susceptible to them 
to some degree or other with regard to some subject matter or other. Just as we 
should guard against the gullibility of unhealthily deficient skepticism, we should 
guard against the closed-mindedness of unhealthily excessive skepticism. Curiously, 
and somewhat paradoxically, it is also interesting to note that those who evince 
unhealthily excessive skeptical attitudes with regard to some claims often also 
tend to be gullible or insufficiently skeptical with regard to other claims that appear 
to confirm their antecedently held views.25 Gullibility and closed-mindedness are 
often symbiotic. 

Having considered some telling cases of unhealthy skepticism, we turn next 
to some cases of healthy skepticism. 

IV. Some Cases of Healthy Skepticism 

1. The Careful Car Buyer. While listening to the claims of the Used Car Dealer 
about the virtues of the various cars on the Dealer’s lot, the Careful Car Buyer 
takes them with a grain of salt, and seeks out independent evaluations of the car 
she is considering buying. 

                                 
25 As the recent American health care debate has shown us, some (though of course not all) of 

the very skeptics about the benefits of health care reform may uncritically believe in wild 
conspiracy theories involving death panels or the President having a Nazi agenda. 
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2. The Determined Investigative Reporter. Given its history of mendacity, the 
determined reporter doubts the veracity of her government’s assurances that no 
war crimes took place in a conflict, and she investigates reports of massacres and 
attempted cover-ups.26  
3. The Judicious Leader. Concerned that the consensus among his advisers may be 
the result of groupthink, the judicious leader holds off making a final judgment on 
Policy P until he has heard informed dissenting opinions that suggest other 
alternatives.27  
4. The Doubtful Scientist. Despite its widespread acceptance, the Doubtful Scientist 
refuses to accept Theory T in light of the countervailing evidence she has found 
against it.28  
5. The Humble Scholar. Though widely acclaimed for his brilliance and contributions 
to his field, the humble scholar takes the praise and acclaim in stride, all the while 
cognizant of his fallibility and considerable intellectual debt to others.29 

What These Cases of Healthy Skepticism Have in Common  
Notice how a pattern also emerges from our five cases of healthy skepticism. 

For despite the differences in detail, the skeptical attitude evinced in each case is 
not intertwined with an agenda inimical to the pursuit of truth of the matter. 
Quite the contrary, for the skeptical attitude serves as a spur, and not as an 
impediment, to further inquiry or investigation into the truth of the matter and 
into the evidence for or against a claim. To generalize (though cautiously and 
tentatively) once more, a salient characteristic of healthy skepticism is that its denial 
that some claim can be known to be true (or justifiably believed) comes tempered 
by a genuine desire to know the truth of the matter and an aversion to falsehood. 
Insofar as Aristotle was right that we have a natural desire to know, it is consonant 
with the fulfillment of this desire. And (as with unhealthy skepticism) the 

                                 
26 The late Anna Politkovskaya’s courageous reporting about human rights abuses in Chechnya 

provides a paradigmatic example of a determined investigative reporter. In fact, she exemplified 
how healthy skepticism and intellectual courage often go hand in hand. 

27 While the concept of groupthink had not yet been coined, Abraham Lincoln seems to have in 
effect taken measures to protect himself against it by assembling a team of rivals as his 
advisers. See Doris Kearns Goodwin, Team of Rivals (New York: Simon & Schuster, 2006).  

28 For example, Lavoisier’s skepticism regarding phlogiston theory was not an end in itself but a 
spur to his theorizing about oxygen. Similar examples can be culled from the lives of such 
figures as Galileo, Newton, Pasteur, Darwin, Einstein, and many others. 

29 For instance, given his modesty and the skepticism he evinces concerning the acclaim his 
work has received, the great historian of China Yu Ying-shih provides a good example of a 
humble scholar. See http://blog.nj.com/iamnj/2006/12/renee_carr.html.  
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MIRACLES, TRUST, AND ENNUI  

IN BARNES’ PREDICTIVISM 
P.D. MAGNUS 

ABSTRACT: Eric Barnes’ The Paradox of Predictivism is concerned primarily with two 
facts: predictivism (the fact that novel predictions play an important part in scientific 
confirmation) and pluralism (the fact that scientific development is not just a matter of 
isolated individuals judging the truth, but at least partly a matter of trusting legitimate 
experts). In the middle part of the book, he peers through these two lenses at the tired 
realist scarecrow of the no-miracles argument. He attempts to reanimate this weather-
worn realist argument, contra suggestions by people like me that it should be abandoned. In 
this paper, I want to get clear on Barnes’ contribution to the debate. He focuses on what 
he calls the miraculous endorsement argument, which explains not the success of a 
specific theory but instead the history of successes for an entire research program. The 
history of successes is explained by reliable and improving methods, which are the 
flipside of approximately true background theories. Yet, as Barnes notes, the whole story 
must begin with methods that are at least minimally reliable. Barnes demands that the 
realist explain the origin of the minimally reliable take-off point, and he suggests a way 
that the realist might do so. I contend that his explanation still relies on contingent 
developments and so fails to completely explain the development of take-off theories. 
However, this line of argument digs into familiar details of the no-miracles argument and 
overlooks what’s new in Barnes’ approach. By calling attention to pluralism, he reminds 
us that we need an account of scientific expertise. This is important, I suggest, because 
expertise is not indefinite. We do not trust specific experts for everything, but only for 
things within the bounds of their expertise. Drawing these boundaries relies on our own 
background theories and is only likely to be reliable if our background theories are 
approximately true. I argue, then, that pluralism gives us reason to be realists (about 
some things).  

Keywords: scientific realism, prediction, predictivism, expertise, 
Eric Barnes, no-miracles argument 

 

1. The no-miracles argument 

To put it crudely, the familiar no-miracles argument (NMA) is this: Science is 
remarkably successful. If our theories were not true, then this success would be an 
inexplicable miracle. Contrarwise, the success could be explained by the truth of 
our theories. So our theories are (probably, approximately) true. 
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Barnes notes that the no-miracles argument, in casual presentations like this 
one, is ambiguous. One interpretation, which he dubs the ‘miraculous theory’ 
argument, explains the success of a particular theory T in terms of the truth of T. I am 
sympathetic with Barnes’ reasons for rejecting the miraculous theory argument,1 
and the arguments I have elsewhere given against the NMA most readily apply to 
the miraculous theory argument.2 I will not rehearse these reasons here. Rather, I 
will set the miraculous theory argument aside. 

The other interpretation, which Barnes dubs the ‘miraculous endorsement’ 
argument, is concerned with the success of scientific practice in general. It 
roughly takes this form: Scientists make predictions which are verified. If these 
scientists were merely guessing or accommodating prior evidence, then this success 
would be an inexplicable miracle. Contrarwise, this success could be explained by 
scientists’ general reliability. So scientists are (probably, mostly) reliable. The 
reliability of their methods only makes sense if scientists’ background theories are 
true. So those background theories are (probably, approximately) true.3 

The miraculous endorsement argument is not about a particular theory T. 
Rather, it is about the ability of scientists to develop theories like T. It explains 
their ability in terms of the general reliability of their methods and the truth of their 
background theories. This strategy shifts attention away from specific, isolated 
theories and towards the background theories which underwrite scientific methods. 

Moreover, it leads first to the conclusion that scientists are reliable experts 
and only from there to the truth of theories. As Barnes explains, “novel success is 
not direct evidence of theory truth – it is rather evidence for the credibility of the 
endorser. More specifically, it is evidence for the truth or empirical adequacy of 
the endorser’s background beliefs.”4 Note that, in this passage, he is still allowing 
for the possibility that predictive success might just be explained by the empirical 
adequacy of background theories. He thinks that making it an argument for 

                                 
1 Eric Christian Barnes, The Paradox of Predictivism (Cambridge: Cambridge University Press, 

2008), esp. 132-136. 
2 P.D. Magnus, Craig Callender, “Realist ennui and the base rate fallacy,” Philosophy of Science 

71, 3 (2004): 320-338. 
3 As Barnes acknowledges, Boyd has long championed the miraculous endoresement argument; 

see e.g. Richard Boyd, “Scientific realism and naturalistic epistemology,” PSA: Proceedings of 
the Biennial Meeting of the Philosophy of Science Association (1980) Volume 2, 1982, 613-662. 
Lipton also draws the connection between reliable methods and true background theories; see 
e.g. Peter Lipton, “Is the best good enough?,” in The Philosophy of Science, ed. David 
Papineau (Oxford: Oxford University Press, 1996), 93-106. 

4 Barnes, The Paradox of Predictivism, 140. 
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realism requires solving two problems – what dubs ‘the problem of take-off theories’ 
and ‘the anti-realist challenge.’5 In the next section, I discuss the problem of take-
off theories. In the subsequent section, I discuss the anti-realist challenge. 

Barnes’ miraculous endorsement argument, situated as it is in a book about 
predictivism, ultimately yields a conclusion about predictivism – viz., that an anti-
realist cannot be a predictivist. In the final section, I evaluate this claim. 

2. The problem of take-off theories 

The miraculous endorsement argument offers us a picture of science which begins 
with modestly reliable methods, uses them to generate approximately true theories, 
embodies the theories in more reliable methods, generates better theories… and so 
on. With each cycle, the methods become more reliable and the theories closer to 
the truth. Looking at the story in explanatory rather than historical order: The 
success of present theories can be explained by the reliability of present methods, 
which in turn is explained the approximate truth of previous theories, which is 
explained by the more modest reliability of previous methods… and so on. 

This story presumes that, in the primordial days of urscience, there were 
some methods that were at least a little bit reliable that embodied theories which 
were at least in the neighborhood of truth. Boyd calls this a ‘take-off point’, “a 
point in the development of the relevant scientific discipline at which the accepted 
background theories are sufficiently approximately true and comprehensive.”6 For 
Boyd, it is a contingent matter that past science reached a take-off point. Barnes 
insists, however, that the realist owes us an explanation of how this could happen. 
Without such an explanation, the realist story about increasing reliability involves 
a miracle at the very beginning. The worry is that Boyd “provides no account of 
the emergence of take-off theories that is clearly miracle-free [and so he] cannot 
claim to win the miraculous endorsement argument for realism: he has simply 
buried the miracle in the emergence of take-off theories.”7  

The realist can answer this worry, Barnes suggests, only by showing that 
take-off theories are motivated by standards to which everyone – realist or not – is 
committed. These pre-theoretic standards show how initial methods were at least 
a little bit reliable. In the metaphor, they provide the launching pad for the take-
off theories. So, Barnes insists, “the realist must argue that take-off theories were 
assessed as plausible on some basis that was not itself theory laden – but was 

                                 
5 Barnes, The Paradox of Predictivism, 145-147. 
6 Boyd, “Scientific realism and naturalistic epistemology,” 627. 
7 Barnes, The Paradox of Predictivism, 146. 
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nonetheless truth conducive.”8 Barnes suggests that simplicity judgements, suitably 
understood, serve as such a standard. 

Barnes discusses the example of William Bateson, important promulgator of 
Mendelian genetics. Bateson believed Mendelism because he was committed to 
using artificial breeding as a method for studying heredity, to specific techniques 
of numerical analysis, and because Mendelian genetics made the most sense of 
these data. Barnes maintains that these commitments were “not… based on Bateson’s 
acceptance of any scientific theory of his day.”9 Barnes continues, “Neither the 
experiments that were designed, not the observations that these biologists made, 
nor the inference to the Mendelian explanation itself were critically dependent on 
the acceptance of anything that deserves to be called a scientific theory.”10 According 
to Barnes, these experimental and methodological commitments provided an 
independent ground for the take-off theory. 

I want to consider two objections to Barnes’ argument. 
First, he relies too much on the distinction between what “deserves to be 

called a theory” and what does not. Admittedly, the use of artificial breeding to 
discover the nature of heredity did not depend on Bateson’s acceptance of 
Mendelian genetics. If it was shared by Bateson and all his interlocutors, then 
indeed it was not based on any specific scientific theory of his day. Nevertheless, 
the reliability of the method is contingent. We can easily imagine a world in which it 
fails. Imagine a world of disjunctive heredity, for example, in which creatures in 
the wild reproduce by entirely different means than creatures in cages. If we 
demand an explanation for the modest reliability of methods used in crafting take-
off theories – lest it be a miracle – then we must demand an explanation for the 
reliability of Bateson’s method. 

This regress is inevitable. Principles of scientific inference are ampliative, so 
the reliability of scientific methods is always contingent. For any method, the 
world could (logically) have made the method unreliable. So we can ask what it is 
about the actual world that makes the method reliable. One might reply by 
reconstructing scientific inferences without ampliative principles, as deductions 
from the phenomena. However, the reconstruction can only be accomplished by 

                                 
8 Barnes, The Paradox of Predictivism, 148. Of course, showing that we are all committed to 

some pre-theoretic standard is a step short of showing that the standard is truth conducive. 
Barnes recognizes this. He argues that anyone willing to apply the standard at the observable 
level should be willing to use them in inferences about unobervables; see the next section. 

9 Barnes, The Paradox of Predictivism, 150. 
10 Barnes, The Paradox of Predictivism, 150-1. 
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range of phenomena that arise from those patterns.”21 The studies suggest that 
these patterns are often a matter of unobservable, internal features rather than 
observable, superficial features. So the assignment of expertise is most naturally 
understood in a realist way. 

Here the anti-realist might insist that following the advice of appropriate 
experts is a matter of doing rather than believing. We can distinguish bacterial 
from viral infections on the basis of some observable indicators, for example, and 
so one might try to exploit those indicators without believing anything about the 
unobservable difference that they reflect. Constructive empiricists are prepared to 
accept all the claims that realists are prepared to believe, where ‘acceptance’ 
means acting as if it were so. That is, constructive empiricists will not believe but 
will act just as if they believed. If this distinction between belief and acceptance is 
tenable – if it is possible to act in every respect that matters as if you do believe 
something while nonetheless not believing it – then anti-realists can treat experts 
in just the way realists would. Yet the distinction begins to fray, both in general 
and specifically in this case. In general, it is not clear how non-belief that makes 
no practical difference actually differs from belief; it looks as if anti-realists really 
do believe, but are in denial about it. Moreover, the posture of mere acceptance 
runs afoul of how expertise actually works. The trust we place in experts is 
epistemic as well as prudential. What one does when trusting an expert is believe. 

The argument I am suggesting can be summarized in this way: Suppose that 
we trust experts who can make successful novel predictions. This trust is limited 
to their proper domain of expertise. In some cases, that domain can only be 
recognized by considering the unobservable objects of enquiry about which they 
are experts. So the trust cannot be merely a matter of accepting their proclamations as 
empirically adequate; that is, we end up committing ourselves to these unobservable 
objects. Therefore, an anti-realist must either give in to realism (with regard to 
specific unobservable entities) or deny the supposition of predictivism (as a 
general matter). 

Barnes uses the word ‘pluralism’ to indicate the fact that scientific 
development is not just a matter of isolated individuals judging the truth, but at 
least partly a matter of trusting legitimate experts. In that terminology, the upshot 
of my argument is that thoroughgoing anti-realism is incompatible with pluralism. 

 

                                 
21 Keil et al., “Discerning the division of cognitive labor,” 298. 
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5. Conclusion 

Elsewhere, I’ve drawn the distinction between wholesale arguments (which 
attempt to establish realism for all or most science) and retail arguments (which 
attempt to establish realism about specific kinds of things).22 

Barnes argues, on the basis of the miraculous endorsement argument, that 
we should think of the broad picture of the world offered by science as roughly 
correct. Because of the objections I raised earlier (§§2&3), I think it fails if we 
think of it as a wholesale argument. It could succeed as the strategy for a retail 
argument, but it is missing details. More needs to be said about how far expertise 
reaches and about how confident we ought to be in particular parts of scientists’ 
background theories. 

Nevertheless, the miraculous endorsement argument is enlightening because it 
makes the connection between predictivism and what Barnes’ calls ‘pluralism’ – the 
fact that scientific practice involves trusting experts. I have suggested that limiting 
trust to an experts’ domain of competence, as a pluralist must do, relies in part on 
claims about the unobservable world. So a pluralist and predictivist must be a 
realist with regard to those claims. Since I have only sketched the argument, 
however, I have not been able to say which claims those are. The answer will 
require a more detailed discussion of how expertise functions. The conclusion of it 
will be a limited realism, just about some specific things – so it will only be a retail 
argument. 

Reflecting on scientific practice, predictivism and pluralism almost seem 
like data with which we as philosophers of science must reckon. Barnes is right, I 
think, in arguing that reckoning with them will demolish monolithic anti-realism. 
Yet I think we ought to demolish monolithic positions generally. If we give up 
looking for a wholesale argument by which questions can be settled all together, 
we start the hard work of crafting retail arguments that can settle matters here 
and there. Predictivism and pluralism are promising clues to how we might 
construct some of them.23 

                                 
22 Magnus, Callender, “Realist ennui and the base rate fallacy,” P. D. Magnus, “Inductions, red 

herrings, and the best explanation for the mixed record of science,” The British Journal for the 
Philosophy of Science 61, 4 (2010): 803–819. Barnes responds directly to issues raised by Craig 
Callender and me, specifically over whether base rate information is required to formulate the 
No Miracles Argument. Nothing I have said in this paper turns on base rates. 

23 An earlier version of this paper was presented as part of a book symposium at the Philosophy 
of Science Association 2010 Biennial Meeting in Montreal. 
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ABSTRACT: In this paper it is argued that three of the most prominent theories of 
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One of the most plausible suggestions concerning how the probabilities of 
conditionals ought to be construed is that the probability of a conditional should 
be interpreted as the conditional probability of the consequent given the antecedent. 
This comports well with the widely held view that the acceptability of a 
proposition goes by high probability. So, 

P(A > B) = P(B ⏐A) for all A, C in the domain of P with P(A) greater than 0, 

and, 

P(B⏐A) = P(BA)/P(A) provided P(A) ≠ 0.  

Alan Hàjek has proposed the acronym ‘CCCP’ to refer to this account (the 
conditional construal of conditional probability). Unfortunately, as David Lewis 
and others demonstrated, CCCP cannot be correct on pain of triviality. Based on 
some rather minimal assumptions, Lewis showed that any language having a universal 
probability conditional is a trivial language, and, hence, by reductio CCCP must be 
rejected.1 Furthermore, CCCP was proved to be trivial under considerably weaker 

                                 
1 In David Lewis, “Probabilities of Conditionals and Conditional Probabilities,” Philosophical 

Review 85 (1976): 297-315. 
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assumptions than those originally made in Lewis and so the result has proven to be 
resilient.2 

So, subsequent to rejecting CCCP, Lewis suggested that probability 
conditionals should be understood as policies for feigned minimal belief revision, 
and that the probability of such a conditional should be understood to be the 
probability of the consequent given the minimal revision of P(⋅) that makes the 
probability of the antecedent of the conditional equal to 1. Formally, imaging is 
defined as follows: 

P(A > B) = P′(B), if A is possible. 

In this expression P′(⋅) is the minimally revised probability function that 
makes P(A) = 1. Lewis tells us that we are to understand this expression along the 
following lines. P(⋅) is to be understood as a function defined over a finite set of 
possible worlds, with each world having a probability P(w) Furthermore, the 
probabilities defined on these worlds sum to 1, and the probability of a sentence, 
A for example, is the sum of the probabilities of the worlds where it is true. In this 
context the image on A of a given probability function is obtained by ‘moving’ the 
probability of each world over to the A-world closest to w. Finally, the revision in 
question is supposed to be the minimal revision that makes A certain. In other 
words, the revision is to involve all and only those alterations necessary for 
making P(A) = 1.3 So is Lewis’ concept of imaging then the correct way to 
interpret the acceptability conditions of conditionals? The answer suggested here 
is that it is not.                             

First what are we to make of the expression P′(B)? Normal probability 
functions are defined over a set of literal beliefs about what is possible. But what 
then is the meaning of a probability one would assign to the consequent after 
making the minimal revision of one’s beliefs needed to make the probability of the 
antecedent equal to one? It is not obviously a probability assignment relative to 
what one actually believes. Such probabilities seem rather to be probability 
assignments defined over what the agent might or would believe. How such 
hypothetical probabilities are to be epistemically interpreted is not at all clear. 

                                 
2 See Alan Hájek, “Probabilities of Conditionals Revisited,” Journal of Philosophical Logic 18 

(1989), 423-428. 
3 See Peter Gärdenfors, “Imaging and Conditionalization,” The Journal of Philosophy 79 (1982): 

747-760, Donald Nute, Topics in Conditional Logic (Dordrecht: D. Reidel, 1980), and Charles 
B. Cross, “A Characterization of Imaging in Terms of Popper Functions,” Philosophy of Science 67 
(2000): 316-338, for some extensions of the concept of imaging. 
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This worry arises chiefly because the revision in terms of which P′(B) is defined 
does not actually occur – as ex hypothesi – it is only a feigned revision. Such 
revisions only occur counterfactually and it is not clear how exactly we are to 
interpret counterfactual probability functions. They have something to do with 
probability assignments over beliefs an agent would have where she to fully 
believe the antecedent of the relevant conditional and this has something to do 
with what those beliefs would be in a minimally revised state relative to the 
agent’s initial belief state. But, this formal answer does little to help us understand 
the epistemic nature of such hypothetical probabilities. Moreover, this is complicated 
by the fact that what counts as a minimal revision has not been satisfactorily 
fleshed out in the literature, and so, in any case, we appear to be at a loss to actual 
employ Lewis’ solution in practice.4 Nevertheless, one might still wish to maintain 
that imaging is the correct formal account of the acceptance conditions for 
conditionals even if we are at something of a loss to epistemically interpret 
hypothetical probabilities defined over possible belief states composed of beliefs 
we don’t actually hold. 

More interestingly, however, Lewis’ suggestion places us in a position that 
appears to involve a viscous infinite regress and this has apparently gone unnoticed in 
the discussion of conditionals and their probabilities since Lewis introduced the 
concept of imaging in 1976. The regress arises as follows. In order to assess the 
numerical value associated with the image on A of P(⋅) we must accept another 
conditional concerning what we would believe if we were certain of A. Again, this 
is because the belief revision is not an actual belief revision. So, in order to accept 
an expression of the form A > B we would need to assign a probability to the 
conditional “If I was certain of A (if it were the case that P(A) = 1), then my beliefs 
would be K,” where K is the set of my minimally revised beliefs and probability 
ascriptions on those beliefs. Presumably, this new conditional about what I would 
believe if I were certain of A must itself be interpreted in terms of imaging as well, 
for it is not a proposition about which we are certain and – following Lewis – the 
acceptability of a proposition goes by high subjective probability. So, we must 
presumably employ imaging again in order to accept this conditional about the 
feigned revision. In order to do this we will have to perform another feigned 

                                 
4 See Peter Gärdenfors, Knowledge in Flux (Cambridge: The M.I.T. Press, 1988), Isaac Levi, For 

the Sake of the Argument: Ramsey test Conditionals, Inductive Inference, and Nonmonotonic 
Reasoning (Cambridge: Cambridge University Press, 1996), Sven Ove Hansson, “Formalization 
in Philosophy,” The Bulletin of Symbolic Logic 28 (2000): 162-175, for a discussion of the 
problems with the notion of minimal revision. 
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revision and so on. Let us consider a simple example. Consider the following set of 
simple propositions and relevant belief(s): 

R: It is raining. 

G: The ground is wet. 

Belp: x believes that P(p) = 1. 

K: x’s standing system of beliefs. 

According to imaging, in order to accept R > G one must feign a revision in 
order to assign a value to P′(G) and be able to assess whether to accept BelR > K.  
But obviously this is itself a conditional and so in order to accept R > G, if we are 
to avoid viscous circularity, we must be able to assign a probability to BelR > K 
and thus to P′′(K). By imaging this requires assessing whether to accept Bel(BelR) 
> K′ but this requires being able to determine the value of P′′(K′) and so the 
viscous regress begins. 

A bit more formally, this problem arises as follows. If P(A > B) = P′(B) by 
imaging, then to assess the numerical value of P′(B) so that the agent can accept A > B 
(to the degree of belief that it should be accepted) without succumbing to viscous 
circularity the agent must accept the conditional P(A) = 1 > K, where K is that 
agent’s minimally revised set of beliefs and probability distribution over those 
beliefs. Again, to accept P(A) = 1 > K – by Lewis’ own admission – is to assign a 
(high) probability to that sentence, so the agent must be able to evaluate P(P(A) = 1 > 
K) if the agent is to be able to assess P(A > B). But, by imaging, P(P(A) = 1 > K) = 
P′′(K), where P′′(K) is the agent’s minimally revised beliefs and probability 
distribution on those beliefs were the agent certain that P(A) = 1 > K or P(P(A) = 1 
> K) = 1. Again, according to the definition of the concept of imaging this is itself 
also only a feigned revision. So, in order to assign a numerical value to P′′(K) the 
agent must accept a conditional about what that agent would believe if he was 
certain that if he was certain that A, then B or P(P(A) = 1 > K) = 1 > K′ (where K′ is 
that agent’s suitably revised beliefs and his probability distribution on those 
beliefs). So, the agent must assign a numerical value to P(P(A) = 1 > K) = 1 > K′ and 
by imaging P(P(A) = 1 > K) = 1 > K′ = P′′′(K′). But the same line of reasoning 
applies to this conditional and so on ad infinitum and there does not seem to be 
any obvious, non-ad hoc, way to stem this regress that results from the nature of 
imaging qua its being hypothetical. So, for this reason, even if we can make sense 
of probability distributions over hypothetical beliefs, it does not appear as if 
imaging will allow us to clearly specify a well-defined prior probability for 
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conditionals. However, imaging is not the only account of the acceptance conditions 
for conditionals. 

Carlos Alchourrón, Peter Gärdenfors, and David Makinson developed the 
AGM theory of belief revision in the 1980s and a number of related theories have 
arisen as a consequence.5 These theories are fundamentally based on the concept 
of a belief state, belief set or a corpus of beliefs, K, typically satisfying the following 
minimal conditions (where it is assumed that belief states are given a representation 
in some language L):  

(Df BS) A set of sentences, K, is a belief state if and only if (i) K is consistent, and 
(ii) K is objectively closed under logical implication. 

The content of a belief state is then defined as the set of logical consequences of 
K (so {b: K ∈ b} =df. Cn(K)). Given this basic form of epistemic representation, the 
AGM-type theories are intended to be a normative theory about how a given 
belief state which satisfies the definition of a belief state is related to other belief 
states satisfying that definition relative to: (1) the addition of a new belief b to Ki, 
or (2) the retraction of a belief b from Ki, where b ∈ Ki. Belief changes of the latter 
kind are termed contractions, but belief changes of the former kind must be 
further sub-divided into those that require giving up some elements of Ki and 
those that do not. Additions of beliefs that do not require giving up previously 
held beliefs are termed expansions, and those that do are termed revisions.6 
Specifically, for our purposes here it is the concept of a revision that is of crucial 
importance to the issue of providing an account of rational commitment for 
conditionals. In any case, given AGM-style theories the dynamics of beliefs will 
then simply be the epistemically normative rules that govern rational cases of 
contraction, revision and expansion of belief states.   

The fundamental insight behind these theories is then that belief changes 
that are contractions should be fundamentally conservative in nature. In other 
words, in belief changes one ought to make the minimal alterations necessary to 
incorporate new information and to maintain or restore logical consistency. This 
fundamental assumption is supposed to be justified in virtue of a principle of 
informational economy. This principle holds that information is intrinsically and 

                                 
5 See Carlos E. Alchourrón, Peter Gärdenfors and David Makinson, ”On the Logic of Theory 

Change: Partial Meet Functions for Contraction and Revision,”Journal of Symbolic Logic 50 
(1985): 510-530, Gärdenfors, Knowledge in Flux, and Levi, For the Sake of the Argument. 

6 In point of fact the AGM theory really only holds that there are two dynamical operations on 
belief states, because revision is defined in terms of expansion and contraction. 
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practically valuable and so we should retain it at all costs unless we are forced to 
do otherwise. So, while the details are not important here, the revision operations 
on belief states are restricted so as to obey a principle of minimal mutilation.   

What is important to the topic of this paper is that on the basis of such 
theories of belief revision, the defenders of this approach to belief dynamics have 
also proposed that one could also give a theory of rational conditional commitment.7 
The core concept of this theory is the Ramsey Test:8 

(RT) Accept a sentence of the form ‘If p, then q’ in the state of belief K if and 
only if the minimal change of K needed to accept p also requires accepting q.  

Even in this quasi-formal form we can see what the AGM and other theorists have 
in mind. The Ramsey Test requires that we modify our beliefs by accepting p into 
our standing system of beliefs and then see what the result is.9 What this theory 
then requires of us is either (1) that our actual system of beliefs must be altered in 
order to believe a conditional or (2) that we hypothetically modify our beliefs by 
hypothetically accepting p in order to accept a conditional.10 So, there are at least 
two main possible interpretations of the Ramsey Test. However, there are serious 
problems with this theory of conditional endorsement given either interpretation.   

                                 
7 See Peter Gärdenfors, “An Epistemic Approach to Conditionals,” American Philosophical 

Quarterly 18 (1981): 203-211, and Gärdenfors, Knowledge in Flux. 
8 See Frank Plumpton Ramsey, “Law and Causality,” in F.P. Ramsey: Philosophical Papers, ed. 

David Hugh Mellor (Cambridge: Cambridge University Press, 1990), 140-163. 
9 David H. Sanford, If P, then Q, Second edition (New York: Routledge, 2003) objects that in 

many cases where the antecedent of such a conditional is a radical departure from what we 
believe to be the case, we cannot in fact employ the Ramsey test because we do not know 
what would be the case if we believed such an antecedent. So, he claims that many conditions 
are simply void, rather than true or false. It is worth pointing out here that Sanford’s criticism 
is weak at best. It simply does not follow that because we cannot always clearly determine 
what would be the case if we were to believe some claim, a conditional with such an antecedent 
has no truth value. See Timothy Williamson, The Philosophy of Philosophy (Blackwell: Oxford, 
2007), chapters 5 and 6, for discussion of one suggestion for how such knowledge might be 
obtained. 

10 Jonathan Francis Bennett favors a version of the former interpretation (see his A Philosophical 
Guide to Conditionals (Oxford: Oxford University Press, 2003), 28-30), but his denials that 
Ramsey did not intend 2 and that 2 is an incorrect interpretation of the Ramsey Test are not 
especially convincing and there is little in the way of textual evidence to support this claim 
because of the brevity of Ramsey’s comments on the matter. Both Gärdenfors (“An Epistemic 
Approach to Conditionals,” and Knowledge in Flux) and Levi (For the Sake of the Argument) 
seem to endorse interpretation 2 and to my mind this is the more common interpretation.   



Three Problematic Theories of Conditional Acceptance 

121 

First, while the details of the various theories of belief revision are not at 
issue here, it has proved to quite difficult to define an acceptable account of a 
minimal belief revision.11 More worrisome yet, given interpretation (1), is the fact 
that the RT theory of conditionals appears to depend essentially on the truth of 
doxastic voluntarism – the view that we can change our beliefs at will. The truth 
of doxastic voluntarism is of course a matter of serious contention, but we need 
not delve too deeply into the debate about doxastic voluntarism here in any case 
to see that problems arise for the Ramsey test.12 This is because the Ramsey test 
theory of conditionals depends on the truth of the least plausible version of 
doxastic voluntarism, what we might call unrestricted doxastic voluntarism. This 
is just the view that beliefs are totally, completely and directly under our control. 
But this is utterly and irreparably unrealistic from both the psychological and 
epistemological perspectives. On this interpretation of the Ramsey test, we must 
literally believe the antecedent of a conditional in order to apply the test at all. 
This is true for every conditional and thus requires that we be able to voluntarily 
believe any proposition, because any proposition can be the antecedent of a 
conditional. This includes propositions like “I can walk through the wall of my 
office,” “6 + 3 = 11” and even perhaps “It is raining and it is not raining.” It is not 
clear that it is possible to do this. In part this seems to be the case because belief 
seems to be intrinsically evidential in nature. But the Ramsey test then appears to 
assume the falsity of evidentialism and so is problematic from an epistemological 
perspective.13 But even if evidentialism is false the Ramsey test is still problematic 
because of the psychological implausibility of unrestricted doxastic voluntarism 
and it is quite easy to verify this. Simply consider the following conditional: “If I 
could fly at will, then I would go to Paris.” On this interpretation on the Ramsey 
test we would have to be able to literally form the belief that we can fly at will in 
order to see if the conditional is acceptable and this would be to directly form and 
adopt a contra-evidential belief. It is manifestly clear that we cannot adopt just 
any old belief like this at will. One might of course claim to be able to do so, but 
this illusion can be easily be dispelled by examining behaviors – the real indicators 
of true belief. Given unrestricted doxastic voluntarism and interpretation (1) it 
would have to be the case that in applying the Ramsey test to our example I would 

                                 
11 See Hansson, “Formalization in Philosophy.” 
12 See Matthias Steup, “Doxastic Voluntarism and Epistemic Deontology,” Acta Analytica 15 (2000): 

25-56, and Matthias Steup (ed.), Knowledge, Truth and Duty (Oxford: Oxford University Press, 
2001), for discussion of doxastic voluntarism view.   

13 See Earl Brink Conee and Richard Feldman, Evidentialism (Oxford: Oxford University Press, 
2004), for a thorough discussion of evidentialism. 
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have to willfully formulate a belief that would entail my not being bothered by 
leaping off sky-scrapers and so on. But this is not really the case for obvious 
reasons. 

Second, given interpretation (2) of the Ramsey test suffers from a problem 
much like that which we saw arising with respect to imaging. If we take 
interpretation (2) of the Ramsey test to mean that in considering whether to 
accept A > B we should hypothetically add A to our standing system of beliefs K, 
make the appropriate revisions in terms of the AGM postulates (or other similar 
postulates) and then see if B is in the resulting system of beliefs, then in order to 
accept A > B we must accept the following additional conditional: “if I were to add 
A to my standing belief system K, then I would believe K′.” However, in order to 
accept this conditional we must apply the Ramsey test again, and thus to avoid 
viscous circularity we are faced with another viscous infinite regress like that that 
arises in the case of imaging. If we take interpretation (2) of the Ramsey test to 
instead mean that in order to see if we should accept A > B we must add the 
hypothetical belief A, then we are owed an account of what hypothetical beliefs 
are, how they interact with ordinary beliefs and how we can assess conditionals 
using them without introducing the sort of viscous infinite regress noted here.  
But, no such account has been offered. There is however one other important 
version of the Ramsey test worth examining.  

Jonathan Bennett’s particular interpretation of the Ramsey test is a version 
of interpretation (1) and it also shares more in common with imaging than typical 
versions of the Ramsey test. Bennett is careful to take the term ‘test’ in Ramsey 
test quite literally and so favors (1) because he alludes to some of the sorts of 
problems that have been raised here with respect to the hypothetical nature of the 
revisions involved in imaging and the Ramsey test given interpretation (2).14 His 
formulation of the Ramsey test is basically as follows: 

(RT′) To evaluate A > C, (a) take the set of probabilities that constitutes my 
present belief system K, and add to it P(A) = 1; (b) revise the standing system of 
beliefs K to accommodate P(A) = 1 in the most natural and conservative way; and 
(c) see whether K includes a high probability for C. 

So, (a) is a step in the direction of imaging, but the essence of RT′ is still the 
Ramsey test as described by Ramsey given interpretation (1) because of (b) and (c). 
Of course, Bennett’s view depends on being able to articulate an adequate notion 
of a minimal revision, but there are other serious problems that afflict his view 

                                 
14 See Bennett, A Philosophical Guide to Conditionals, 29. 
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that are shared with imaging and RT. First and foremost, because his view involves 
the literal revision of one’s standing system of belief in the sense of interpretation 
(1), Bennett’s view also illicitly assumes the truth of unrestricted doxastic 
voluntarism. As we have seen, this assumption is both epistemically and 
psychologically problematic and it is not any less problematic when it comes to 
changing partial beliefs than when it comes to the cases of changes of full belief 
discussed above. It is one thing to say that we can change our probability 
assignments at will, but it is quite another to actually do so. This is the sort of 
thing that would require our seeing substantive behavioral changes (e.g. in terms 
of betting behaviors), but this dose not happen at will and it does not actually 
happen in cases of applying RT or RT′. In trying to see, for example, whether I 
should accept “If I were the President of the United States, then I would withdraw 
all troops from Iraq” I do not seem to actually assign a probability of 1 to the 
proposition that “I am the President of the United States,” at least not if I am of 
sound mind. Finally, if such probability revisions are not hypothetical revisions, 
but revisions that involve adding hypothetical probabilities or partial beliefs to our 
initial doxastic states, then we are owed an account of hypothetical probabilities 
or partial beliefs. But, we have been provided with no such thing. As a result, as 
with imaging there are serious problems with the Ramsey test – interpreted either 
as a hypothetical or literal test – and so neither account is an adequate account of 
the acceptance of conditionals. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Michael J Shaffer 

124 

 
 



© LOGOS & EPISTEME II, 1 (2011): 125-138  

 
PEER-HOOD 

Richard D. VULICH 

ABSTRACT: When one is involved in a disagreement with another individual it is 
important to know how much weight to give to the disputant's testimony. I argue that it 
is not necessary to have background information about the individual with whom one is 
disagreeing in order for one to rationally regard the disputant as an epistemic peer. I 
contrast this view with an alternative view according to which it is only rational to 
regard a disputant as a peer in cases where one has background information to indicate 
that the disputant is a peer. I show that unless we make some implausible assumptions 
about the truth-effectiveness of reconsideration, it is better to regard unknown 
disputants as peers because doing so increases the ratio of true to total beliefs in one's 
belief set.  

KEYWORDS: disagreement, testimony, reductionism, peerage, 
defeater 

 

1. The Positive Reasons and No Undefeated Defeater Views 

To discover that a peer disagrees with you is to become aware of evidence that you 
were unreliable in forming the belief that is the subject of the disagreement.1 
When one acquires evidence of this sort one ought to reconsider the contested 
claim, because if the initial consideration of the claim was conducted unreliably, 
then one cannot remain confident that it produced the correct degree of belief.2 If, 

                                 
1 Though there is disagreement concerning what the rational response is to such a disagreement, 

it is generally thought that in such cases some evidence of first-person unreliability is 
obtained. For discussion see David Christensen, “Disagreement as Evidence: The Epistemology 
of Controversy,” Philosophy Compass 4/5 (2009): 757, Sanford Goldberg, “Reliabilism in 
Philosophy,” Philosophical Studies 124, 1 (2009): 106-10, and Thomas Kelly, “Peer Disagreement 
and Higher Order Evidence,” in Disagreement, eds. Richard Feldman and Ted A. Warfield 
(New York: Oxford University Press, 2010), 137-40.  

2 Contrast my suggestion that reconsideration is the rational response to disagreement with a 
peer with so called 'steadfast' and 'equal weight' views. Steadfast authors allow for cases in 
which personal information, or an incommunicable insight breaks a presumed symmetry 
between the ostensible peers, allowing one to retain his original view. See Jennifer Lackey, 
“What Should We Do When We Disagree?,” in Oxford Studies in Epistemology Vol 3, eds. 
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however, one becomes involved in a disagreement with an individual who one 
regards as an epistemic inferior, then one does not thereby acquire evidence that 
his initial consideration of the claim was conducted unreliably. This is because in 
cases of disagreement between two individuals where one of the individuals has some 
epistemic advantage over the other, it is reasonable to explain the disagreement in 
terms of the error of the disadvantaged party. In cases of peer disagreement this 
explanation for the disagreement is unavailable because given that the individuals 
are peers there can be no epistemic advantage held by one of the parties over the 
other, and so the error cannot reasonably be attributed to one or the other party in 
particular, therefore both parties ought to reconsider the contested claim in cases 
of peer disagreement.  

In light of this it is important to describe the conditions under which it is 
justified for an individual to regard another individual with whom he is disagreeing as 
an epistemic peer. There are two general ways in which these conditions might be 
described. One might say that in order for an individual with whom one is 
disagreeing to be appropriately considered an epistemic peer one must have positive 
reasons for believing that the disputant is equally reliable. These positive reasons 
will consist of information about the reliability of the disputant concerning the 
subject matter of the disputed claim. Alternatively, one could argue that one is 
justified in regarding a disputant as a peer without positive reasons for believing 
that the disputant is equally reliable. On this view a disputant is considered a peer 
if there are no undefeated defeaters3 for the default presumption of equality. Let us 

                                                                                  
John Hawthorne and Tamar Szabó-Gendler (New York: Oxford University Press, 2010), 274-
93, and Peter Van Inwagen, “It is Wrong, Everywhere, Always, and For Anyone, to Believe 
Anything Upon Insufficient Evidence,” in Faith Freedom and Rationality: Philosophy of 
Religion Today, eds. Jeff Jordan and Daniel Howard-Snyder (Lanham: Rowman & Littlefield, 
1996), 137-53. Equal weight views argue that it is always rational to arrive at a midpoint 
between one's initial belief and the divergent belief of one's peer. Reconsideration is a new 
suggestion, as we will see it is compatible with either restoring one's original view or revising 
it. For equal weight views, see Adam Elga, “Reflection and Disagreement," Noûs 41, 3 (2007): 
478-502, Richard Feldman, “Epistemological Puzzles about Disagreement,” in Epistemology 
Futures, ed. Stephen Hetherington (New York: Oxford University Press, 2006), 216-36, and 
David Christensen, “Epistemology of Disagreement: the Good News,” Philosophical Review 
116 (2007): 187-217.    

3 By the term 'undefeated defeater' I mean a proposition believed by the disputing subject that 
renders his disputed belief unjustified, and which he has no reason to doubt. For discussion of 
defeaters see Michael Bergmann, “Defeaters and Higher-Level Requirements,” The Philosophical 
Quarterly 55 (2005): 419-36, sec.1, and John L. Pollock, “Justification and Defeat,” Artificial 
Intelligence 67 (1994): 378-80.  
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call the first view the positive reasons view and the second view the no undefeated 
defeater view. Choosing between these alternatives commits one to a view about 
which disagreements are discharged rationally and which aren’t; for example, on 
the positive reasons view but not the no undefeated defeater view it would be 
wrong to respond to the disagreement of a total stranger by reconsidering one’s 
own belief.  

I believe that the no undefeated defeater view is the correct view of when 
one is justified in regarding a disputant as a peer. In this article I will argue that 
adopting the no undefeated defeater view is better than the positive reasons view 
at promoting the goal of having true beliefs. It may be true that the positive 
reasons view is superior to the no undefeated defeater view from the standpoint of 
promoting other goals such as having a stable set of beliefs or saving time. These 
other goals, however, are less important from an epistemic point of view than the 
goal of believing what is true.  

2. Comparison With the Reductionist/Anti-Reductionist Debate 

There are some similarities between the issues I am discussing and a debate that 
exists within the epistemology of testimony. Here I refer to the debate concerning 
whether testimony is a basic source of justification, or whether the justification for 
believing a bit of testimony reduces in every case to non-testimonial evidence (i.e. 
memory or induction) about the reliability of the attester.4 These views have been 
labeled anti-reductionism and reductionism about testimony, respectively. We can 
see here the rough correspondence between these views and the positive reasons 
and no undefeated defeater views that I have described. The positive reasons view, 
like the reductionist view, requires an agent to possess some information about a 
person providing him with testimony in order for the agent to be justified in 
responding to the testimony in a certain way. On the positive reasons view one 
must have information about the reliability of a disputant in order for one to be 
justified in responding to his testimony by reconsidering one’s own belief. Similarly, 
on the reductionist view the same kind of information is required about an attester 
in order for one to justifiably believe the testimony of the attester. The no 
undefeated defeater view, like the anti-reductionist view, asserts that background 
information about the reliability of an agent providing one with testimony is not 

                                 
4 For further discussion of this debate see Elizabeth Fricker, “Against Gullibility,” in Knowing 

From Words: Western and Indian Philosophical Analysis of Understanding and Testimony, 
eds. Bimal Krishna Matilal and Arindam Chakrabarti (Dordrecht: Kluwer, 1994): 125-61, and 
Tyler Burge, “Content Preservation,” The Philosophical Review 102 (1993): 457-88. 
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necessary for one to be justified in reacting to that testimony in a certain way. The 
no undefeated defeater view says that as long as one doesn’t have an undefeated 
defeater for the belief that a disputant is equally reliable concerning the subject 
matter of the contested claim, one is justified in regarding the disputant as a peer, 
and is thereby required to reconsider the claim. Similarly the anti-reductionist 
says that one is justified in believing the testimony of an agent in the absence of 
background information about the attester as long as one does not possess an 
undefeated defeater for the default belief that the agent is reliable concerning the 
testimony that he has provided.  

The broad similarities between the views consist in their shared concern 
with providing conditions under which it is reasonable to regard another agent as 
a reliable source of information. The positive reasons and reductionist views assert 
that one is only justified in regarding an agent as a reliable attester (or disputant) 
when one has some background information about the reliability of the agent. The 
no undefeated defeater and anti-reductionist views, on the other hand, assert that 
we are always justified in regarding others as reliable in these contexts unless we 
have some undefeated defeater for the default presumption of reliability.  

Although there are these broad similarities between the two debates there 
are also significant differences. The reductionist/anti-reductionist debate concerns 
the conditions under which testimony in general is a source of justification for our 
beliefs, whereas the positive reasons/no undefeated defeater debate concerns the 
conditions under which one is justified in regarding another agent as a peer in the 
special context of disagreement. Testimony that constitutes disagreement is a proper 
subset of testimony in general because in order to receive disagreement testimony 
one must already have an opinion on the matter that stands in opposition to that 
of the attester. Some instances of receiving testimony are like this but not all, 
often testimony is provided to us regarding subjects that we had no opinions about 
prior to receiving the testimony, and indeed these are the paradigm cases of 
testimonial exchanges in the testimony literature.  

Even if we supposed that one is justified in believing the non-disagreement 
testimony of a stranger, we certainly could not say the same of disagreement 
testimony. When you hold an opinion that is opposed to the testimony of a stranger 
there is no question of believing as the attester believes solely on the basis of his 
testimony, after all you have reasons to doubt what he is saying that are independent 
of the fact that you don’t have background information about him, namely 
whatever reasons you had for taking up the contrary belief in the first place.  

In non-disagreement testimony cases all that the agent receiving testimony 
has to go on in forming his belief is the testimony itself, but in disagreement cases 
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this is not all that the agent has to go on, additionally he has whatever reasons that 
motivated him to take up the contrary view also. Since the possession of a 
contrary opinion is a necessary feature of any receipt of disagreement testimony it 
is never of immediate concern in such cases to describe conditions under which 
one is justified in believing as the attester believes, because in such situations one’s 
own contrary opinion prevents one from immediately believing as the attester 
believes regardless of whether the agent possesses background information about 
the attester or not. In such contexts the immediate concern is with determining 
the conditions under which one is justified in regarding the attester as a peer. The 
point is that the conditions under which it is reasonable to believe as an attester 
attests, whatever they are, are irrelevant in cases where the testimony is provided 
against a backdrop of contrary opinion. I point this out to assure the reader that 
although there are connections between the two debates, they are in fact separate 
and proceed along distinct tracks. I will now turn to providing motivation for my 
preferred view about judgments of peer-hood, the no undefeated defeater view.  

3. The No Undefeated Defeater View and the Goal of Having True Beliefs 

Providing motivation for the no undefeated defeater view requires one to explain 
why there is some epistemic advantage in regarding disagreeing strangers as peers 
as opposed to not regarding disagreeing strangers as peers. I believe the epistemic 
advantage of regarding disagreeing strangers as peers is that it is better than the 
alternative at promoting the goal of having true beliefs. I will now explain why 
this is so.  

The positive reasons view says that background information is necessary in 
order for one to justifiably regard a disagreeing disputant as a peer, and that in the 
absence of this information one is not justified in regarding the disputant as a peer. 
The no undefeated defeater view says that background information is necessary to 
establish that a disagreeing interlocutor is not a peer, and that in the absence of 
this information one is justified in regarding the individual as a peer. Whichever 
view one takes it remains the case that when one receives disagreement from an 
individual that one justifiably regards as a peer (whatever one’s story about how 
these judgments are justifiably made); one ought to reconsider his opinion in 
response to this incoming evidence of unreliability. Let’s see how the truth of this 
thesis about reconsideration interacts with the alternatives under consideration.  

Suppose that one accepts the reconsideration thesis and also the positive 
reasons view. Such an individual believes that one must reconsider one’s opinion 
when that opinion is challenged by the disagreement of an individual who one 
justifiably regards as a peer, but also that the range of individuals that it is justified 
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to regard as peers is restricted to that set of individuals who the agent possesses 
positive reasons for regarding as equally reliable. As such, the agent will have 
significant disagreements (disagreements that require belief reconsideration) only 
with a narrow range of people, the people who the agent happens to know well 
enough to have reasons to regard as peers.  

Things are different for an individual who accepts both the reconsideration 
thesis and the no undefeated defeater view. Such an individual believes that one must 
reconsider one’s own opinion when that opinion is challenged by the disagreement of 
an individual that one justifiably regards as a peer, but also that the range of 
individuals that it is justified to regard as peers is not limited to that set of individuals 
that the agent has reasons for regarding as peers, rather, it is limited to that set of 
individuals that the agent lacks reasons for doubting to be peers. As such the range 
of individuals with whom one can have significant disagreements is necessarily 
larger on the no undefeated defeater view than it is on the positive reasons view, 
for consider, if an individual has positive reasons for regarding another person as a 
peer then he lacks reasons for doubting that he is a peer, but the converse does not 
hold.5 So anyone who is justifiably considered a peer on the positive reasons view 
is also considered a peer on the no undefeated defeater view but not vice versa.  

Adopting the no undefeated defeater view over the positive reasons view 
can’t leave an agent with a smaller range of individuals with whom to have significant 
disagreements, therefore adopting such a view can’t have the consequence that an 
agent will experience fewer significant disagreements than he would on the 
alternative. Since significant disagreements require belief reconsideration we see 
that adopting the no undefeated defeater view entails that an agent will be 
involved in more instances of belief reconsideration than he would if he adopted 
the positive reasons view.  

                                 
5 Strictly speaking the range of individuals one can have significant disagreements with on the 

no undefeated defeater view is at least as large as the range of people one can have a significant 
disagreement with on the positive reasons view. The only circumstance, however, in which 
adoption of the no undefeated defeater view could leave one with a range of individuals with 
whom to have significant disagreements that is no larger than the range of individuals he 
would have had by adopting the positive reasons view is in the case where the individual has 
background information about all the people that he could have a disagreement with. It is 
only with respect to the set of unknown people that the two views differ, so if there is a 
strange agent out there who could not or will not encounter agents unknown to him, then for 
him there will be no gain in the number of significant disagreements from adopting my 
preferred view. Such circumstances are unlikely to actually obtain.  
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So far I have shown that an agent who accepts the no undefeated defeater 
view will be involved in more instances of belief reconsideration than he would 
be if he accepted the positive reasons view. I will now argue that an agent is 
likelier to hold true beliefs if he engages in more, rather than less, instances of 
belief reconsideration. Thus, from the standpoint of holding true beliefs the no 
undefeated defeater view is superior to the positive reasons view.  

To see the point consider the ways in which the theoretical alternatives 
would work in some general sorts of cases6. Case 1: an agent A believes that p, and 
encounters an agent B who believes that ~p. A does not possess any relevant 
background information about B, either in the form of positive reasons to believe 
he is a peer, or undefeated defeaters for the belief that he is a peer. Additionally it 
is the case that B is not in fact a peer, and is actually wrong about ~p. According to 
the no undefeated defeater view A ought to reconsider whether p, because A is 
receiving disagreement from an individual that he is justified in regarding as a 
peer. According to the positive reasons view it is not the case that A ought to 
reconsider whether p, because he is not receiving disagreement from an individual 
that he is justified in regarding as a peer, given the lack of positive reasons for 
believing that he is. At first blush it might seem that A is better off accepting the 
positive reasons view in case 1 over the no undefeated defeater view, because in 
case 1 A holds the correct belief before the disagreement, and the no undefeated 
defeater view requires him to reconsider it while the positive reasons view does not. 
This argument, however, relies on a misunderstanding of the role of reconsideration 
in contexts of disagreement. Reconsidering one’s belief in response to a disagreement 
does not imply that one becomes favorably disposed to the opinion of one’s 
disputant. Rather, reconsideration in response to disagreement requires only that 
an agent reason about the connection between some body of evidence that was 
used in coming to a belief about the disputed claim and the claim itself. If one 
reconsiders whether one’s evidence verifies one’s original belief and finds oneself 
unmoved, then one can justifiably retain one’s original position. It is only if we 
assume that reconsideration necessarily involves ultimate belief revision in the 
direction of one’s disputant that one will worry that accepting the no undefeated 
defeater view in cases like case 1 requires agents with correct beliefs to revise their 

                                 
6 In these cases I employ the notion of all or nothing belief as a simplifying device. With suitable 

modification the same kind of account could be provided for graded beliefs, that is, degrees of 
credence in a proposition that are represented as a real number between 0 and 1. For discussion of 
the use of credences in the epistemology of disagreement see Kelly, “Peer Disagreement,” 117-18.  
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beliefs in the direction of epistemically inferior agents who are wrong in response 
to disagreements with them.  

We have seen that it is possible for one’s belief to survive the challenge 
presented by reconsideration in response to disagreement. One might still worry, 
however, that in a case like case 1 it is possible for A to reconsider p and erroneously 
conclude that ~p, thereby replacing a true belief with a false one. Certainly this is 
possible, think of a student who double checks his answers on a math test and 
erroneously changes a correct answer to an incorrect one. Though this is possible, 
we have good reasons to believe that it is generally unlikely. 

The only way that reconsideration could lead one to replace a true belief 
with a false belief more often than not would be if agents are generally more 
reliable when they first evaluate a body of evidence as opposed to when they 
evaluate the same body of evidence again later.7 This amounts to the claim that 
agents generally enjoy ‘beginners luck’ when conducting their belief formation 
processes. This claim is not plausible given the ways that agents tend to develop 
greater powers of evaluation over time, or at least not lose them. All else being 
equal we tend to think that from the standpoint of having a reliable opinion one is 
more reliable the more he has reflected on the claim and the body of evidence 
associated with it, not less. If our intuitions were otherwise we would privilege 
the outcomes of initial considerations of evidence in every domain, and defer in 
our judgments to the opinions of beginners in those domains. We would also have 
to discourage such common practices as double-checking. Obviously we do not 
discourage such practices and with good reason. There is nothing about an initial 
instance of evidence evaluation that makes it more reliable than a second or third. 
This would only be so on the implausible assumption that agents are better 
evaluators the first time they consider a claim. While this may be true of an 
individual in special circumstances, perhaps the agent is undergoing cognitive 
decay, it is false as a general claim about all agents, and therefore it is false that in 

                                 
7 It is possible that one acquires additional evidence in between an initial evaluation and a later 

reevaluation of a proposition on which the evidence bears. Bergmann discusses the notion of 
‘full-disclosure’ in which the agents involved in a disagreement share all of their reasons with 
each other upon becoming aware of their disagreement (See Michael Bergmann, “Rational 
Disagreement After Full Disclosure,” Episteme 6, 3 (2009): 336-353.) Importantly there is no 
reason to suppose that one will be less reliable as an evaluator once one has acquired some 
additional evidence to evaluate. Even though reconsideration sometimes involves a somewhat 
different base of evidence than the evidence that was initially evaluated the point holds good 
that one should not become skeptical of their ability to evaluate that evidence just because 
they are doing it later in time than when they first evaluated the initial base of evidence.  
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and in case 1 he is not. Either way one won’t necessarily adopt the belief of the 
disputant who is wrong merely in virtue of reconsidering one’s own, correct, 
belief. Case 4 falls under the same sort of analysis as case 2, the only difference is 
that in case 4 the disputant is not a peer and in case 2 he is. Either way an agent 
benefits from an opportunity to reconsider a false belief, whether the occasion for 
reconsideration was instigated by the disagreement of an actual peer or an actual 
non-peer.  

We have now exhaustively described the cases in which an agent can have 
a disagreement with an individual that he has no background information about. 
In all of these cases the no undefeated defeater view advises belief reconsideration, 
and the positive reasons view does not. By urging belief reconsideration in all of 
the cases the no undefeated defeater view has the advantage of providing agents 
with additional opportunities to reconsider false beliefs when the disputant is right, 
and does not suffer from the worry that reconsidering one’s own belief when one 
is correct to begin with will likely lead one to replace a true belief with a false 
one. The positive reasons view, on the other hand, by not recommending belief 
reconsideration in any of the cases has the consequence that agents will not have 
opportunities to correct false beliefs in response to the disagreement of strangers 
who are right. One might think that this loss of opportunity is compensated for by 
failures to reconsider true beliefs in response to disagreements with strangers who 
are wrong. But we have seen that in cases like case 1 and case 3 reconsideration of a 
true belief does not necessarily imply ultimate belief revision away from one’s 
original, correct, belief. In order for the positive reasons view to be the more truth 
conducive procedure in contexts of disagreement with strangers it would have to 
be the case that reconsideration in general either leaves false beliefs unchanged or 
converts true beliefs to false ones more often than reconsideration preserved true 
beliefs or converted false beliefs to true ones. Only such skepticism about 
reconsideration in general could justify the notion that one will have a larger 
proportion of true beliefs by failing to reconsider beliefs that are challenged by the 
disagreement of strangers than one would have if one did reconsider his beliefs in 
the same situations. Unless reconsideration generally tends to replace true beliefs with 
false ones or leave false beliefs unchanged we have good reasons to be confident 
that reconsideration in contexts of disagreements with strangers will help more 
than it will hurt. If this were not the case then it is hard to see what value there 
would be in reconsidering anything for any reason, even reconsidering a belief in 
response to the disagreement of an individual who one does have positive reasons 
to believe is a peer, for if one did, presumably he would be likelier than not to 
end up with a false belief regardless of whether he started off with one before 
reconsidering or not.  
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So far I have argued that, unless reconsideration is not generally truth 
conducive, the no undefeated defeater view is better at promoting the goal of 
having true beliefs than the positive reasons view is. This is because there are two 
possibilities when one is involved in a disagreement with a stranger, either the 
stranger is right or the stranger is wrong. If the stranger is right and one neglects 
to reconsider, then one can do no worse, but if one does reconsider then one can 
do better, possibly one can detect his error and replace a false belief with a true 
one. If the stranger is wrong then one might do worse but won’t necessarily, after 
all one might conclude on reconsideration that one was right all along. So failing 
to reconsider when one is wrong guarantees that a false belief is retained, but 
opting to reconsider when one is right does not guarantee that a true belief is 
replaced with a false one. Given these observations and the assumption that 
reconsideration is not generally unreliable, we find that the agent who accepts the 
no undefeated defeater view will have a greater share of true beliefs than he 
would if he accepted the positive reasons view in the same situations.  

Of course for some agents in some situations holding true beliefs may not be 
as valuable as other goals, such as having a stable set of beliefs over time, or saving 
the time that it would take to engage in reconsideration in response to the 
disagreement of strangers. If Joe has three minutes to defuse a bomb and a minute 
into defusing it a stranger reports to him the negation of one of his beliefs, nobody 
would fault him for neglecting to follow the requirement of the no undefeated 
defeater view and engage in belief reconsideration. In such a case the truth of the 
challenged belief is not as important to the agent as uninterrupted attention to 
other tasks is. In light of this we say that to the extent that one is interested in 
promoting the goal of having true beliefs, one ought to operate according to the 
requirements of the no undefeated defeater view.  

4. Defeaters and Defeater Defeaters for Peer-Hood Beliefs 

If one possesses an undefeated defeater for the belief that an agent is a peer and 
then has a disagreement with that agent, then one is not required by the no 
undefeated defeater view to reconsider the contested belief in response to the 
disagreement. It remains, then, to provide an account of the sort of propositions 
that serve as defeaters for peer-hood beliefs. To this task I now turn.  

When two individuals are rightly considered epistemic peers in some 
domain it is because neither party has an advantage over the other in terms of the 
likelihood of being correct in the event of a disagreement between them regarding 
some claim within the domain. The factors that determine how likely an agent is 
to be correct regarding some claim within the domain are the quality of the 
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agent’s evidence and his ability to evaluate it.8 So to possess an undefeated defeater 
for the belief that an agent with whom one is disagreeing is a peer is to possess an 
undefeated defeater either for the belief that the agent has equally good evidence, 
or for the belief that the agent is equally good at evaluating it or both.  

There are a variety of ways in which one can acquire a defeater for the 
belief that some agent has evidence equally as good as one’s own. One way of 
acquiring such a defeater is to acquire the belief that one’s disputant has no 
evidence at all. If I have formed the belief that p in response to a body of evidence 
E, and then discover that you believe that ~p on the basis of pure guesswork, I 
certainly have a defeater for the belief that our evidence is equally good, and so 
the disagreement is not one for which I ought to reconsider whether p. In other 
cases I will believe that you have some evidence but believe it to be inferior to mine 
for some reason. Maybe your evidence is less direct, so that the truth of all your 
evidentiary beliefs is compatible with the truth of a wider range of propositions 
than mine is, in this way I might think that my evidence is better because it has 
more bearing on our contested claim. Another possibility is that I believe that all 
of your evidence is a proper subset of mine. In such a case I will believe that my 
evidence is better simply because I have more of it to go on. In any of these cases 
one will possess a defeater for the belief that a disputant has evidence equally as 
good as one’s own. Whether these defeaters will remain undefeated depends on 
whether one will subsequently form beliefs that cause one to doubt their truth, or 
that undermine the connection between them and the claim that they are meant 
to defeat.  

Defeaters for the belief that a disputant is an equally good evaluator of 
evidence can also take a variety of forms. One can acquire a defeater of this sort by 
coming to believe that one’s disputant was biased in evaluating the evidence. 
When an individual involved in a disagreement is biased in favor of his opinion 
this means that he is disposed to see his evidence as verifying his opinion, 
regardless of whether the evidence in fact does this. As such, an individual who is 
involved in a disagreement with a biased person is justified in believing that the 

                                 
8 Here I loosely follow the characterization of peer-hood one finds in Kelly -“The Epistemic 

Significance of Disagreement” in Oxford Studies in Epistemology: Vol I, eds. John Hawthorne 
and Tamar Szabó-Gendler, (New York: Oxford University Press, 2005),  174-75. There he says 
that two individuals are epistemic peers if : 
“(i) they are equals with respect to their familiarity with the evidence and arguments which 
bear on that question, and 
(ii) they are equals with respect to general epistemic virtues such as intelligence, thoughtfulness, 
and freedom from bias”  
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biased person is not as sensitive to the connection between the evidence and the 
contested claim as he is. This just means that an agent who believes his disputant 
is biased in a way that he is not possesses a defeater for the belief that the 
disputant is equally reliable in evaluating the evidence that bears on that claim.  

Another sort of defeater for the belief that one’s disputant is equally reliable 
in the evaluation of a relevant body of evidence is the belief that one’s disputant is 
suffering from a cognitive impairment. For example, if I am involved in a 
disagreement with an individual who I believe to be very drunk, I have reasons to 
believe that his powers of evaluation are more susceptible to error than my own 
(provided that I am not similarly drunk), and therefore I have a defeater for the 
belief that we are equally reliable in evaluating our evidence and forming our 
opinions.  

It is also possible for one to acquire a defeater for the belief that a disputant 
is an equally reliable evaluator by coming to believe that one’s disputant spent 
significantly less time evaluating the evidence. For example if I am involved in a 
disagreement with an individual who I believe has spent a fraction of the time that 
I have evaluating the evidence, then I have reasons to doubt that our instances of 
evidence evaluation were conducted equally reliably. In general snap judgments 
are less reliable than carefully formed opinions, and someone who has done the 
latter is justified in regarding someone who has done the former as a less reliable 
evaluator than himself in the event of a disagreement.  

It should be noted that these sources of defeating beliefs; asymmetries in 
bias, cognitive function, time spent evaluating, or quality of evidence should not 
be thought of as a conceptual analysis of peer-hood. Equality along these dimensions 
cannot be thought of as necessary for two individuals to be peers. This is because 
two people are epistemic peers insofar as neither party has an advantage over the 
other in terms of being likelier to be right in the event of a disagreement. This 
condition can be met even if some or all of the asymmetries are present. For example, 
you and I might be equally likely to be correct in the event of a disagreement, but 
only because my comparatively poor evidence is compensated for by my superior 
powers of evaluation.9 When an agent has evidence for one asymmetry and no 
others he possesses an undefeated defeater for the belief that he is disagreeing 

                                 
9 Nathan King noted the possibility of equal reliability for two subjects who have compensating 

epistemic virtues: “Another way subjects can be equally reliable is for them to rate disparately 
along different dimensions, but in such a way that these differences cancel out.” (Nathan King, 
“Disagreement: What’s the Problem? Or A Good Peer is Hard To Find,” Philosophy and 
Phenomenological Research, forthcoming, 13).  


