
r PH i L OLOG I CA BVCVRESTIENSIA I Publications oe I& Faculte des Len~ues et des U tteratures Etrangere 

I 1 

ALEXANDRA CORNILESCU 

CONCEPT 
; 

OF 
MODERN GRAMMAR 

EDITURA UNIVERSITĂTII BUCURESTI 

~ ~ -, ----- ' ' 

J 
/_ 



-

·x BIBLIOTECA CENTRALA 

. Jii, 
UNIVERSITARA 

Bucureşti -
l11 /; { I -;s J' y 

·0 Cota- --- ···-··---·- ·- ····-····-····--- ·· 

Y &1-<-311 
Inventar 

https://biblioteca-digitala.ro / https://unibuc.ro



Referenţi ştiinţifici: Prof. dr. PATRICK FERREL 
- Universitatea „Davis" California 

Conf. dr. DOMNICA SERBAN 
' Lector dr. ILEANA BACIU 

Toate drepturile sunt rezervate Editurii Universităţii Bucureşti 
Orice reproducere sau traducere, fie şi parţială, precum şi 

contrafacerile de orice tip intră sub incidenţa Codului Penal 

ISHN - 9D - 575 - 009 - O 

https://biblioteca-digitala.ro / https://unibuc.ro



To the memory 

ofmy Father 

https://biblioteca-digitala.ro / https://unibuc.ro



PHILOLOGICA BVCVRESTIENSIA 
Publlcatlons de la Faculte des Langues et des Lltteratures Etrangeres 

1 

ALEXANDRA CORNILESCU 

CONCEPT OF MODERN GRAMMAR 
A GENERATIVE GRAMMAR PERSPECTIVE 

EDITURA UNIVERSITĂIB BUCURESTI 
' ' -1995-

https://biblioteca-digitala.ro / https://unibuc.ro



https://biblioteca-digitala.ro / https://unibuc.ro



CONTENTS 

Chapter J. LINGUISTICS AS AN EMPIRICAL SCIENCE. 
METHODOLOGICAL PROBLEMS 1N STRUCTURAL AND 

TRANSFORMATIONAL GRAMMARS 

I. Aim and motivation ofthis work .............................................................................. 9 
2. Linguistics and gramrnar.......................................................................................... 12 
3. Structuralism and the formal study of langtiage ........................................................ 13 
4. The theory and methodology of classical analytical structuralism .............................. I 7 
5. The methodology of cla~sical American structuralism ............................................... 23 
6. Generative Gramrnars .............................................................................................. 28 

C/1apter 2. THE NOTION OF CONSTITUENCY 
PHRASE STRUCTURE GRAMMAR 

I. Sentence constituency: "string" versus "constituent'' ............................................. 39 
2. The phrase structure levei ofthe grammar ... A ........................................................... 39 
3. On constituents and constituency .............................................................................. 40 
4. Phrase structure rules........ .................. . ........................................................... 45 
5. Derivations .............................................................................................................. 46 
6. Plrrase markcrs ...................................................................................................... 47 
7. "[bc representation of syntactic ftmctions in piuase markers ................................... 48 
8. lnunediate constituent grammars.. .. ...... .. . . ......... .. .. . . ... 49 
9. TI1e insufficiency ofplrrase structurc grammar ................ . .. 51 

c..1,apter 3. TRANSFORMA TIONS. 
THE STRUCTURE OF THE TRANSFORMATIONAL LEVEL 

I. Thi: concept of transfonnations 
2. ·n1c transfomiational levei 
3. Thc cyclic principie 
4. Thc domain ol"transfonnations. Boundi:d and unhounded movcmcnl rnlcs ..... 
5. lsland constraints ... 
6. Thc stmcturc pri:serving constramt. .. 
7. ·!be organization of a generative granunar 

CJ,apter 4. THE LEXICON. SUBCA TEGORIZA TlON 

I . ·n1c problem . . . . . . . .................... . 

. 54 
....... 55 

··········· 63 
. ... 68 

. ..... 74 
. ... 80 

83 

87 
2. Strict subcategorization rules and lcaturcs . . ........... 88 
3. Selectional rulcs and scleclional featuri:s ..... 
~ ·111~ l~xi_c~l _c1~try and _Jcxicalinsi:rtion 
'-.f. 1 \\O cxcrc1ses 111 subcategonzallon ........... . 

CJ,apter 5. X - BARTHEORY 

~ Qn .;1;~i~;rahlc r~~11ndancvin thc · /\spccts' mod~! 

t:J Thc l'tmctional strncturc of languagc. 

················· ········· . 92 
94 

. 96 

...... 108 
)()9 

113 

https://biblioteca-digitala.ro / https://unibuc.ro



6 

4. More on heads. The head-initial / head-final parameter ............................................ 115 
5. The generation ofhigher levei projections ................................................................ 120 
§.; Introducing the theory of governrnent ....................................................................... 123 

Chapter 6. THEMA TIC RELA TIONS AND THE LEXICON 

1. Introducing thematic relations .................................................................................. 130 
2. Fillmore's Case Grarnrnar ........................................................................................ 132 
3. The thematic domain of movemcnt and location ....................................................... 136 
4. Non-spatial semantic fields ...................................................................................... 142 
5. Integrating role-structure in syntax ........................................................................... 145 
6. Where do 0-roles come from? ................................................................................... 148 
7. Conclusions ............................................................................................................. 154 

Chapter 7. THEMATIC RELATIONS 1N SYNTAX 

I. Role tiers: The thematic hierarchy ............................................................................ 155 
2. Role tiers: The aspectual hierarchy ........................................................................... 164 
3. Relevance of a-structure ........................................................................................... 165 
4. The module of0-Theory ........................................................................................... 173 
5. 0n the relation between 0-grids and subcategorization features ................................ 176 
6. Toc Projection Principie .......................................................................................... 178 
7. Word-order and the direction of 0-role assignment ................................................... 181 
8. 0-Theory and Govcrnrnent Theory .. ~ ................................................................... 183 

Cl,apter 8. DEVELOPMENTS 1N THE THEORY OF PARTS OF SPEECH 
LEXICAL AND FUNCTIONAL CATEGORIES 

THE THEORY OF HEAD MOVEMENT 

I~ Two approaches to the problem of defining parts of speech. Parts of speech în 

~~~~~~~::'.~::aiti·~~·~·i~·~l~~i;;;·~·r·p~~·~i;p·~~~h·::::::::::::::::::::::::::::::::::::::::::: :~~ 
3. Introducing functional categories: Inflection in English ............................................. 192 

(u!) Lexical categories. Verbs ......................................................................................... 202 

~• f ;;i~~.j.onL•i::::on••••••••••••••··••••••·••·••••••••·•·•••••••••••••••••••••••••••·••••••••••••• iii 9. Detenniners ............................................................................................................. 230 
I O Complementizers ..... .' ............................................................................................. 236 
11. Degrcc words. Concluding on syntactic categories .................................................. 237 
12. The theory ofhead movement... .............................................................................. 240 

C/1apter 9. REFERENTIAL RELA TIONS 1N GRAMMAR ( I) 
BINDING THEORY 

I. Prcliminaries on reference..................... .. ................................................. 247 
.2. Hinding....... .. ...... ..... .... .. .. .. .. .. .... . ..... . ... . .. . .... .... . . . . . . .. .... . .. . . 250 J 
3. On the interpretation of anaphors and pronouns.................................................... 252 
4. Locality principlcs and the paramctrization or thc Binding Condilions. .. ....... 256 

https://biblioteca-digitala.ro / https://unibuc.ro



7 

Cltapter JO. REFERENTIAL RELATIONS 1N GRAMMAR ( TI) 
THE INTERPRET A TION OF BASE-GENERA TED EMPTY 

CA TEGORIES. CONTROL THEORY 

I. Wh)· thc grammar nccds empty categories ........................... ··"' ................................ 268 
2. 111c content of an cmpty calcgory (EC)......... . ... .. ........ . .. .......................... 269 , 
3 Control ll1<!ory and the intl!rprctation of PRO ........................................ 270 , 
4. Semantic aspccts of control. . . .................... .. .............................. 277 
5. Optional control..... ... ...... ... . . .. . . .. ... ......... . . ...................................... 280 
6. /\n alll!rnative analysis of PRO.. ................................. .. ..................................... 282 
7. Null argument languagcs and pru ... .......................................................................... 286 

Cltapter 1 J. WH-MOVEMENT, THE EMPTY CATEGORY PRINCTPLE, 
MORE ON S-STRUCTURE AND LOGICAL FORM 

<1)111e c)a-;sical account of wh-constructions .......................................................... . 
2. On Logica) Fonn ............................................................................... .. 
3. ·n1e semantic interprl!lation of wh-conslrnctions..... .. ........... .. 

{!\More argumen\s for thc cxistencc of Logica! Fonn. 
S lntroducing lh<! Empty Catcgory Principie (ECP) ... 
6. ·me Baniers approach Io Subjaccncv and the ECP .. 
7. Relativizcd minimalii\'. . ................................. .. 
.!t Governmcnl ll1eory . .,.,.,.,. ..... 
9 Onl! more anahs1s nr thc Empt\' Call!f!ory Principie . T!1c increasl!d role of 
1.ogical Fonn ·n1c functional design of languagc 

Chapter 12. CASE THEORY, A-MOVEMENT 

... 290 

..... 

„ 295 
. 298 

.. 303 

.. 307 
„ 312 
. 322 
333 

I. Thc Jomain of Casc Theon i\bstrac\ casc as a s\'ntal'lic notion ...... . . .. ... : 343 
2 /\ l'cw bas ic prohlcms of rnsc-ass1gnme11t anu casc realizat ion in English ............. 344 

Structural i:ascs Thc /\..:cusa11,·c casl! .. 3-17 
-1 Clit1..:s anJ i:asc . .. 363 
,; Th.: No1111nativ~ cas~ 
1, /\-Movl!mcnl 
7 Charac\enzing /\ / /\ · pos1t1011s 
8 Casc assignmcnl or casc- d1ccki11g. 

....................... 36() 

378~. 
.. 381 

383 

https://biblioteca-digitala.ro / https://unibuc.ro



8 

Acknowledgements 

T/ris book /ras grown oul of a course of lectures offered to firsl year undergraduate 

stude111s of 1he E11glis/r Deparlmenl of Ilie U11iversily of Bucharesl, a course mea111 to pave t/re 

way for 1/re description of Englis/r i11 laler years. This course was first taug/r1 i11 I 990, Jo 1/re firsl 

ge11eratio11 of s1ude11ts lhal slarled school after the 1989 December revolutio11. My first debl of 

gratitude goes to 1/rese stude11ls, w/ro slwwed sufficie/11 i11telleclual curiosily to welcome lhe 

course and w/ro did so well i11 lhe exams as to make me believe lhat the whole e11le1prise was 

wort/rw/rile. 

Give11 the past (a11d prese11t) extreme scarcity of releva11t bihliographical i11formatio11 

i11 the Roma11ia11 campus libraries, I could 1101 lwve brought t/ris book to its prese11t shape if I 
had 1101 /rad the adva111age of longer research periods at universilies abroad. fli t/re aulum11 of 

I 992, I spenl five 111011ths al lhe U11iversi1y of Duke (North Caroli11a) - wit/rin llte "Duke in 

Roma11ia" excha11ge programme - w/re11 I wrote mos/ of lhe book (c/raplers 4 - JO). fli 1/re 

followi11g year, t/rroug/r 1/re ge11erou.i· help of Professor Guglielmo Ci11que. I was able to spend 

three 1110111/zs al I/re University of Veni ce, one of the hesl places for work in gcneratil'e grammar 

in Europe. I am dceply grateful to Professor Cinquc a11d al/ of 1/,e Venice peoplc _fiir tl,i.,· 
intellecrual feast. I am a/so gmteful for tize constant hihliographic support and fin· tize long. 

stimularin,i; lingui.~tic discussions I /rad ll'ith my frie11d Carmen Dobrovie-Sorin (Uni1·ersity of 

Paris VII), w/10111 J lial'e seen severa/ limes over tlzese years ar /rome and abroad. 

I a/so leamed a great deal J,-0111 my yo1111ger colleagues and/or P/rD students wlw 

artended tize co11rse a11d/or taug/rt tize sectimrs and wlw were alll'ays ready to ask clwllengi11g 

q11estirms a11d make suggestiom mul criticisms: Gahriela Alboitt, Larisa Avram, Daniela 

/rme.,·c,,. Daniela /sac. A1aria Koroknai, Roxana l'et,11 a11d /sahela Preoteasa. 

From ammrg 111_1" senior colleag11es r/rret' desen·e 111_1· .,pecia/ rhw,ks: 1i1ina /.)uţescu­

Co/ihan. Domnira Şerhan, Ileana Baciu. Taina IJ11ţescu-Colihw: 11·as developing 1111 inten•sr iir 

GB sy11tax al tl,e time this course 11·as _fir.1·1 being taug/rr;her enthusiasm and fier passion \\'ffe 

catc/1ing and I t/rank /zer for sharing tlzem l<'itlz 11w Do11111ica Şerban lws always hecn my 

supportil·e fe/1011· tra\leller in matters of s_1·11tax: morcol'er, /ike Ileana Baciu. sire lwd rhc 

kind11ess to reviell' tize manuscript for p11blication l could certai11/y 11evcr tlwnk Ileana Baciu 

enoug/r _ti1r heing ll'hat sire lws alll'avs hee11_fr1r me. a mos/ co111pcte11I linguist and a 11·onderfi1/ly 

reliable _fi-iend. 

Big tlzank.1· are equally due to Prrfesso,· Patrick Ferrel from UC Davi.1, 11'/w is al.rn 

among tize reviell'ers and Professor .Haria .~1r1110/i11-Afa11ea, ll'ho helped mc• get i11 toru·/, ll'itlz /rim. 

I 1nmld like to expres.,· 111)' deepest gratitwle to /'mfcs.rnr l,111c11 Fisrhcr, /)1•r111 ol our 

Fac11lt_1·. fr>r cm,s/1111/ en,·ourage111e11t a11d Ji,r cnahli11g 1111: togo tn t/re /J11il'(·rsit_1· o(/)11kt'. 

I.as/ hui 1101 least. l t1111 lwpp_1· to sa1· a hig r/ra11k you to 111_1' fi·iend /01111 !dc::1111 

JJim1tri11. 11'/w ge11aous/_1· spent long lrmll's lrelţ>i11g 111e 11·i1/r tlll' editing ol rlre ma11us1Tipt. 

I w11 sure! /1111·cfî1rgotte11 tn 111entio11 somehndr. Inii 1/so. 1/11'_1' arc 1w1 fi1rgn111•11. 

https://biblioteca-digitala.ro / https://unibuc.ro



Chapter 1 

LINGUISTICS AND GRAMMAR 

Linguistics as an Empirica! Science 
Methodological Problems in Structural and Transformational Grammars 

1. Aim and motivation of this work 
The present work falls within the province of general linguistic theory; it 

investigates problems of syntax and semanties centering around what is currently called 
the Principles and Parameters Framework ( cf. Chomsky and Lasnik (199 I)), also known 
as the Govemment-Binding Theory ( cf. Chomsky (198 I)). The latter represents the 

_current stage in the development of generative grammar. 
The most apparent aim of the book is to acquaint the Romanian reader with 

Parametric Grammar; launched by Chomsky's famous Pisa lectures ( 1979), published 
as Lectures on Govemment aud Binding (=LGB), this model has been immensely 
suecessful. As a resuit of dissatisfaction with both Generative Semantics and 
Chomsky's Extended Standard Theory, as presented in Chomsky ( 1973, 1977), therc 
followed a period of intense exploration into alternative syntactie models. An important 
book published in 1979 and surveying the then "Current Syntaetic Approaches" 
mentions no fewer than fourteen more or lcss different syntaetic models. Chomsky's 
LGB has pul most (if noi all) of these out of the market, dominating the cighties with 
unquestioned authority. ln the estimations of a recent historian of linguistics in thc US, 
"for thc first time in over fiftecn years. !he vast majority of peoplc doing syntax I in the 
Statcs - AC] wen: working in !he framework currently heing devclopcd hy Chomsky" 
I Newmeycr, 1991: 223 ]. Thc publicat ion of the Pisa Leeturcs roughly a Iso coincidcs 
with the foundal!on of thc GLOW Association, the association for "generative 
linguistics in thc old world"; this soeiety holds prestigious annual conferences v.'hich 
reunite generativ1sts on hoth sides of the Atlantic Ocean, and its creat ion indicates thc 
considerable penetration of generative thcory in the European at:ademic community. 
Indced, therc is hardly any thcory - mindcd European journal, devoted to general 
linguistic prnhlcms, that fails to givc space to generative theory. 

A faci of interes! for the Romanian linguistic community is thc spectacular 
development of thc cnmparative syntax of both Roman<.:e and (icnnanic ·languagcs, as 
wcll as of dialcctology, with thc descriptive apparatus of parametric grammar. Al thc 
samc t1111c, it 1s ccrtainly w011h mc11l1011111g that major oriental languagcs likc Japancsc, 
Mandarm Chim:se and Korcan havc bccn 111tt.:11scly investigatcd with111 this framewnrk, 
both in thc US and m thc mothcr <.:mmtncs. lt is not, wc think. an exaggeratllln to say 
thai paramctnc gran11nar rcprcscnts thc "ma111strcam framcwork" nr syntact1c analys1s. 
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As to the manner in which wc conceivcd this work, we had to choose betwcen a 
more technical prescntation, strcssing thc niccties of formalization (such prescntations 
are a,·ailablc in countrics that have a wcll-devcloped generative tradition 1 ), and a 
present;:t1on which primarily aims at integrating thc current problems of parametric 
grammar in the tradition of European grammar and reflcction on language. 

As stressed by Chomsky himsclf, parametric grammar rcpresents one possible 
answer to, or one set of tentative hypothcses on, problems that havc always been at the 
core of grammatical reflection. It proposes an explication and litcralization of major 
traditional grammatical conccpts and problems, such as: govemment, agrccment, casc, 
parts of speech, word order, etc. Such concepts and problems havc constantly been 
addrcssed in linguistics, because they were thought to identify real linguistic 
phcnomena which were found to be worth pursuing, so that no particular theory, GB 
includcd, can Iay any proprietary claims on them. This opinion is clcarly cxprcsscd by 
Chomsky ( 1992: 4): "ln so far as the concept of govemment enters into the structure of 
human language, cvery approach will havc a thcory of govcmmcnt, and the common 
task will bc to determine just what this concept îs and what exactly arc the principlcs 
that it obscrvcs. Similarly, no approach to languagc will fail to incorporate somc 
vcrsion of binding theory, in so far as rcfcrcntial depcndcnec is a real phenomcnon to 
be capturcd in the study of language, this bcing a common cntcrprisc". 

It has bccn an important concern for us to lay stress preciscly on such mattcrs of 
general relcvance in traditional descriptions and interprctations of languagc, problcms 
which, in faci, transcend the model. At the samc timc, wc have strcsscd thc 
mcthodological continuity of generative, and carlicr structural thcory, in as much ,is 
both rcprcscnt formal approaches to the study of languagc. 

Wc thought it uscful to include a criticai prcscntation of thc "standard" vcrsinn 

of generative grammar, based on thc 'Aspccts' model sincc it 1s in this vcrsion of 

generative grammar that major works on Romanian havc bccn produci.:d 
(cf. Vasiliu-Golopenţia Eretescu ( I 968). Pană ( 1974 ). ( 1976)), as well as dcsniptions of 

English or other languagcs. by Romanian linguists2 ). It was important to asccrtain thc 
merits and demerits of this model, trying to understand why it was superseded in latcr 

years. The presentation of the Aspects model was a Iso important becausc most of thc 
alternative approaches to syntax rctain noi only thc general concept ion of thc dialect ies 

of universal and particular grammar. but a Iso speci fie componcnts of thc Aspccts 

model: Li.:xical Functional Grammars and (icneralized Phrase Structurc Cirammars 
mcorporatc a pl1rase structure grammar of thc kind presen\ in "Aspects'. Arc-Pair 
Grammar makes usc oftransformations. again as <lcsigm:d in 'Aspects'. 

1 Sce K1cmsd1jk. li. van. and I:. \\'il11ams i 19Xh) In11,,,/ut"11"11 to :li„ /"11mn ,,((;1a111111111 ur l.a,n1k li and 

.-\ L~1agcrcka I l'JSK) A /'0111."' i11 c; li Sn11u1. 

"Sec tlw d~scnpt11>11 of L11ghsi1 or lrc11cii <'ll" 111 I ·un11lcsrn ( I •r1,. I l/X~). Scrhan ( I 9X2 ). !jtd:rnc,,·~ 
( I 'l'X. l 9X!. ). \1a 0 1a \1anoliu-\1anca ( 197, ). Tu\esru ( l 'F;). a.,, 
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This work is primarily an essay in syntactic theory, but, due to the way in which 
(universal) grammar_(=UG) is conceived at present, the investigation necessarily goes 
beyond syntax into semantics and the lexicon. 

- UG is currently assumed to have a modular character, it consists of severa! 
different subtheories, each with its own principles and parameters, responsible for a 
certain aspect of grammatical analysis. A number of general concepts and principles act 
as Iinking elements of the various subtheories (e.g., govemment, The Principie of Full 
Interpretation). _ 

While some modules (X-bar Theory, Case Theory) envisage configurational or 
other formal aspects, other subtheories are both syntactic and interpretative. The 
modules of Binding and Control, for instance deal with referential dependencies, i.e., 
with the referential interpretation of noun phrases, function of their inherent properties 
and their syntactic position. There are also modules which are more narrowly semantic; 
an example is the theory of thematic roles, which deals with the analysis of events in 
terms of their participant structure (for instance, verbs, which presumably denote 
events, are analysed in terms of the semantic roles of their arguments). The theory of 
thematic roles will then relate an element of lexical structure, namely, the argument 
structure of a predicate, with its syntactic :ealization in sentences containing the given 
predicate. The theory of thematic roles has profited from the advances in .the study of 
lexical concepts within formal semantics and cognitive semantics (Jackendoff (1983, 
1987), Emonds (1991), Carlson (1991), Bartsch (1992)). 

A more recent gain of the, _theory has been a better understanding of the relation 
between syntax and the lexicon. On the one hand, it has been shown that the structure 
of phrases depends, to a Iarge extent, if not completely, on the !ex ic al properties of their 
lexical heads. -bn the other hand, particular concepts of syntax have been used to 
develop a "syiitax of words" (see Selkirk (1982)), therefore, to develop the word­
formation component of morphological theory. 

There has also been a marked change in the way semantic representation is 
conceived of. What is now called the Logica! Form component employs a modified 
version of the lower predicate calculus in the representation of sentences, with the result 
that generative linguistics has become more aware of, and interested in, the results 
obtained in the formal semantics of natural Ianguages. One might perhaps say that 
current research is involved in maximizing the role of Logica! Form in the overall 
explanation of linguistic phenomena, as well as in developing a better specified 
algorithmic procedure ofmapping syntactic representations onto semantic ones. 

An attcmpt will be made to stress, alongside of the ideas that represent constants 
of linguistic thought, those ideas that have more recently emerged and which have 
proved fruitful in the description of language. 

lt shou.ld a.Iso be stressed that the presentation is self-contained, presupposing litt.le else than 
knowlcdge of high-school grammar. Understandably, examples are mostly drawn from English 
and Roman.ian, but aiso from other (familiar) Romance and Gennanic languages. 
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•2. Linguistics and Grammar 
The theory of grammar is only one subdomain of the domain of linguistics, but it 

is the care segment of linguistics, through the centrality of the qucstions about language 
which grammar addresses. Linguistics has been defined as the science of language; like 
any science, it attempts to systematize and explain a domain of the cmpirical world. A 
legitimate question to ask is what facts of the empirica! world constitute the object of 
linguistics. Milner ( 1989) proposes that there are three facts which dclimit the empirical 
domain of linguistics: There is first the fact that people talk and that ability to speak is 
one of man's essential properties. Indeed, if we were to define man in terms of one 
distinctive property, we may be tempted to replace the Aristotelian 'Man is a rational 
animal (given the rather alarming degree of irrationality surrounding us), by the more 
modest, but not so easily falsifiable 'Man is a talking animal'. The fact that people can 
speak, the factum loquendi, implies that there is language. The existence of language îs 
an axiom for linguistics. If one wondered on the conditions of possibility for language, 
one would be conducting an investigation within the philosophy of language, not 
linguistics. From the point of view of linguistics, language is given. 

A second given fact of the world is that people speak languages, that is, not only 
is there language, but there are languages. In saying that there are languages, there are 
certain implicit presuppositions, such as: a) the presupposition that one knows what 
counts as one language; b) the presupposition that one can reliably distinguish between 
one language and another; c) the presupposition that, although languages are quite 
diverse in their structure, they are sufficiently alike to make up one natural kind, the 
kind language / languages. Some proof of their similarity is offered by the fact that 
languages are intertranslatable. Dcspite appearances, deciding that something is a 
language or even distinguishing bctween languages is noi always an easy matter. For 
instance, what is the language spoken by a persan who has studied English for onc 
year? Moreover, boundaries between what we call languages are oftcn arbitrarily drawn 
from the point of view of language structure, they are often drawn on the basis of socio­
political criteria; Dutch and German, which count as "languages" are more alike than 
certain dialects of German, which count as varietics of "the same language". 

A third axiomatic fact for linguistics is that languages can be described in tcrms 
of certain properties; this is the fact that there are grammars. 

Linguistics is thus founded on the following empirical facts: 
There îs language (the 'factum loquendi'). 
There are languages (the 'factum linguae' and thc 'factum linguarum'). 
Thcrc are grammars (the 'factum grammaticac'). 
A related question to ask regards the kind of obscrvable data for linguistic 

science. The observable data used in linguistics are the cxamples. Noticc that to quote 
an example is to make an implicit judgement on thc example. For examplc, to quotc 
'The sky îs blue' is to asse11 that 'The sky is bluc · is a com:ct scntcncc of English. 
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2.1. The relation between linguistics and grammar is so intimate also because 
linguistics, as a comparatively more recent discipline, is founded on a quite ancient 
activity: grammatical activity. In the current opinion, grammar is associated with one 
social practice, namely, the teaching practice, and with one social institution, namely 
school. Yet grammar, as well as grammatical activity, is inseparably linked to any field 
of activity that investigates or essentially uses language; therefore, grammar is involved 
in any philological activity, such as: the editing and dating of a text, the editing and 
interpretation of a historical document, the editing and inte!rpretatiori of legal texts, the 

compiling of dictionaires, all translation activities, etc. Moreover, one should never 
forget that any system ofwriting, however primitive, presupposes some grammar. 

An important aspect ofthe grammarian's activity is what Milner (1989) calls the 
grammatical judgement. 0n the basis of his linguistic competence, the grammarian 
always makes a selection in the set of data he is confronted with. Not all the data are 
'appropriate', 'suitable' for writing a grammar. Examples like 'He go' or 'I goes', or 
'He didn't do nothing', may be attested, or recorded, yet the grammarian out to write a 
grammar of Emglish ignores them, judging them as 'wrong'. The grammarian makes a 
differential judgment: not any data which are materially possible (i.e., attested data or 
data that can be invented) count as grammatically possible. Data are always, 
diffcrentially classified, using dichotomics like correct / incorrect, grammatical / 
ungrammatical, possible / impossible. Examples are decontextualized, in the sense that 
the context of utterance, the identity of the speaker, etc. are all immaterial. Grammar is 
intercsted in the general, repeatable, abstract properties of language. Grammar relies on 
the presupposition that it is able to reveal objective properties of language, and that 
such properties exist and are expressible. 

ln other words, to quote Katz ( 1985): "Language is effable, as opposed to 
ineffable; the proof of the effability of language is grammar" 

3. Structuralism and the formal study of language 
Linguistics in the :xxth century is marked by the advent of structuralism, which 

proposed a new theory and methodology in the study of language. lgnoring concrete 
matters of historical development3 ), one may speak about two qualitatively different 
stages in the evolution of linguistic structuralism: a) the stage of classical analytical 

structuralism (AS), which prevails in Europe and the US in the first half of the century; 
b) the stage of synthetic structuralism, i.e., the phase of generative grammar (GG), 
launched in I 957, with the publication of Chomsky's Syntactic Structures. 

Important properties differentiate between structural and traditional grammars; 
some ofthcse are less important sincc they represent matters of cmphasis, d(fferences of 
degree. noi of kind. Such is thc fact that structuralism takes into account thc data 
objectively given at one point of time. Hcnce, there is emphasis on the spoken 

3 Fur a presentation of thc dilîerent structural schools see Maria Manoliu-Manca ( 1974) 
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Ianguage, on collecting a set of attested utterances (the corpus), which must be 
exhaustively analysed. As a resuit, a structural grammar tends to be synchronic, or 
rather panchronic, and descriptive, rather than normative. Traditional scli-olars" often 
adopt a historical perspective in t~e writing of grammar; the monumental pre-structural 
English grammars all adopt a diachronic perspective as shown by some of their titles. 
Jespersen's (1909-1949) Modern English Grammar on Historical Principles, Poutsmas's 
( 1926-1929) Grammar of Late Modern English. There is also, often, an a institutional 
concern with 'good English' or 'good Romanian', an attempt to guide linguistic 
practice, not (only) observe it, often by citing the memorable literary example. A 
prototypical traditional grammar tends to be diachronic and normative and to give 
priority to the written language (an obligatory element of diachronic studies). 

There are also, however, differences of kind between structural and traditional 
grammars, distinctive features which have reshaped the domain of linguistics. One of 
these is the opposition between a holistic versus an atomistic conception of language. 
Traditional grammars implicitly ăssume that languages are atomistic collections of 
items which can be studied independently. 

ln contrast, structural linguistic systems are considered as ensembles of 
elements, subject to compo~ition Iaws which characterize the whole ensemble. These 
laws confer to the linguistic whole properties different from those of its components. 
This conception opposes structural wholes to atomistic collections of objects, where the 
whole is the mere sum of its parts. 

The crucial fact is that structural grammars are 'formal' while traditional 
grammars are 'notional', to some degree at least. Traditional grammars freely use 
meaning in the definition of grammatical concepts; therefore, they define linguistic 
concepts in substantial, extralinguistic terms. Here are familiar examples: a) 
"Substantivul este partea de vorbire flexibilă care denumeşte obiecte in sens larg, fiinţe, 
lucruri, fenomene, actiuni, stări, însuşiri, relaţii". b) "Subiectul este partea de propoziţie 
care arată cine înfăptuieşte acţiunea exprimată de predicatul verbal sau cui i se atribuie 
o însuşire exprimată prin numele predicativ" [cf. GA voi II, 1963: 87]. While such 
definitions may serve as useful starting points in a pre-theoretical understanding of 
these concepts, these definitions cannot be satisfactory, because they are subject to 
numerous counterexamples. Thus, even in a language like Romanian, which does not 
have formal subjects like the English it I there, it is hard to say that the defintion in (b) 
successfully identifies the subject in examples like. Lui Ion nu-i plac filmele. Mariei îi 
trebuie ajutor, since these sentences do not speak about 'actions' or 'properties'. A 
mixture of formal and semantic notions characterizes the so-called "modem traditional 
grammars"; from such a perspective, the subject in English might be defined as in (c), 
taken from Close (1972): c) "The subject is the sentence part which shows what or who 
the predicate is about, which occupies first position in thc sentcnce and determines 
concord of the verb". Again, such a definition has obvious difficulties with any 
examples like: Yesterday, it rained for two hours I Did it rain for two hours? I There 
weren 't many boys in the classroom, were there?, where the subject fails to satisfy one 
or more than one ofthe criterial attributes in (c). 
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Structural grammars claim to describe languages in tcrms of categories and 
objects existing in _the language, nat outside of it.Their perspective is immanent, rather 
than transcendent.. Âttention is focused not on the individual unit, but on the relations 
holding between tnem; in fact, units exist only by virtue of their intcr-relations;~their 
substantive content (if any) is immaterial in delimiting and defining the units.· This 
thesis is clearly expressed by Hjelmslev [Prolegomena: 21 ], who offers the following 
description of formal definitions: 'In the formal definitions of the theory, it is not a 
question of trying to exhaust thc intensional nature. of the objects or even of delimiting 
them extensionally on all sides, but only of anchoring them rdatively in respect to other 
objects, similarly defined or premised as basic." Therefore,_formal definitions do nat 
exhaustively present the objects from the point of view of thcir intension (i.e. sense) or 
ortheir extension (i.e., their reference). Thcy merely attempt to establish the place of 
the object defined in relotion to other ol;,jects, similarly defined or taken as primitives. 
Fries, the author of a Structure of English, uscd for many years as a high-school 
textbook in the US, offered the following kind of definitions for "the word classes" 
nouns and verbs. 

( l) The noun: The word class whose members occur in the context 
"The ---- is I are good." 

(2) The -verb: The word class whose members occur in thc contexts: 
a. to---(to ask); b.---ing (asking); c.--- s (asks) d.--- ed (asked) 

Similarly, in generative grammars, a transitivc verb is no longer defincd as a 
verb whosc action "passes onto an objcct", but simply as a verb that occurs immediately 
before a nominal phrase, i.e., in the context --- NP. Examples like thc following arc 
bcttcr dcalt with by the formal definition than by the notional one: I saw Mary I They 
didn 't hit ii of]"together. 

The definiton of individual units through their position in the• network of 
linguistic structure presupposes a cicar notion of the organization of languagc into 
hierarchical levels, and a cicar conccption of thc relations holding between thcsc levcls 
of language. Structural grammars advance and devclop the idea that the hierechical 
lcvcls of language (c.g., the phonological lcvel, the morphological lcvel, etc) are intcr­
rclatcd and that they have isomorphic organiza/ion. The postulation of an isomorphic 
structurc of the linguistic levels significantly contributed to the development of 
linguistic analysis, because it became possible to transfer from one levei to another 
mcthods or techniques of analyscs !hat had provcd uscful in dealing with linguistic data. 
for instance. in a now famous papcr, Eugenio Coşeriu ( 1964) proves that thc lexicon of 
a languagc is a structured system, by showing that thcre hold betwccn lexical units 
rclations which are analogous to thc rclaţions which charactcrize thc phonological 
structurc of a language. "Dans ce qui suit, nous prcndrons pour modele la phonologic ct 

cmnparcrons des structurcs lcxicalcs avcc des structurcs phonologiques. Nous ne 
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pretendons pas demonstrer que tout le lexique est organise commc le systemc des 
pl-ţonemes, mais uniquement qu'on pcut trouver dans Ic lcxique des structurcs similaircs 
a celles de la phonologie et susceptibles, par conscquent, d'un traitement analogue." 

A general resuit of the study of languages as formal systcms of signs was the 
autonomy of linguistics. as a discipline. 

3.1. The description of languages as formal objects raiscd the important issue of 
formalization in linguistics, i.e., the problem of constrncting a metalanguage, capable 
to express the relations shown to hold between linguistic objects. Defining an 
appropriate metalanguage for grammars has remained a vital issue for linguists. 

A science may be viewed as a system of statements S on somc domain of the 
world. Thc statemcnts in S are related not only through their subject-matter, but also 
becausc they must meet certain logica! conditions; for instance, the systems S should be 
consistent, i.e., it should not be the casc, for any statement P, that thc systcm S contains 
both P and its negation. The discourse of a science is or, at least, may be, ordered by 
axiomatization. Certain concepts and statements are considcrcd as given and the rest of 
the discourse is derived from this basis. 

Taking into account the kind of justification offered for including a statement P 
in the system S of some science, it is customary to distinguish two models of sciencc in 
the European tradition (cf. Pârvu,(1978)), thc model of categorial-deductive science 
and thc model of h_1pothetical-deductive science. The first is a model ofrational science 
(rcpresented by Aristotel, Descartes, Leibniz, a.o.), and is also known as thc 
Aristotelian model of science, the second is a model of empirica) sciencc. first outlined 
in the works of Galileo Galilei. Hcre is a summary prcscntation of cach. 

The Aristotelian model of science (the model of categorial deductive scicncc). A 
categorical-dcductive sciencc is a systcm of statcmcnts S, which meci thc following 
con<litions: 

I. Any statmcnt of S must dircctly or indircctly refer to a specific <lomain of real 
entitics. 

II. Any statement of S should bc true. 
III. lf a statement belongs to S, any logica) conscquencc of that statement 

belongs to S and is truc [this is the Deductive Postulate]. 
IV. Thcre arc in S ccrtain basic terms such that: a) their meaning is so obvious 

that they do not necd any further cxplanation; b) othcr terms in S should bc defined on 
the basis of those which are intuitively cicar. 

V. There is in S a finite number of statcments such that: a) thcir trnth is so 
evident that thcy do not nccd any further proof; b) any other statement in S should bc 
derivcd (dc<luced) starting from thesc statemcnts. 

This is a model of rational scicnce, in as much as thc hasic tcnns and hasic 
statcmctns arc acccptcd bccause thcy arc seif-evident to human rcason. becausc thcy 
posscss such attrihutcs as clarity, ccrtitudc, etc: no othcr proof than rational ccrtitudc is 
ncc<lcd. 
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The Gali/ean model of science is a model of empirical science. This model 
represents a more recent European creation (the XVII - th century); it rcpresetns a 
revolution in the history of human thought, mark.ing a shift from the contemplation of 
nature to a very active attitude regarding nature; there is now a permanent and 
systematic interrogation of nature. The ingredients of the new type of science are 
experiment and mathematicization. The systematic dialogue with nature is conducted in 
the language of mathematics, viewed as a science of qualitative relations. The 
mathematicization of theories opens up a ncw horizon of the real, it broadens to infinity 
the confines of the empirica! world, and strengthens the means for operationally 
checking the proposed hypotheses. 

A Galilean science is, expectedly, a system of statements bearing on some 
empirica! domain. Most of these statemcnts represent hypotheses on the structure of the 
real. The novelty lies in the fact that these hypotheses have testable consequences, that 
is, consequences which can be tested by experimenta/ion. The experiment, as part of the 
active confrontation with nature, may confirm or falsify any of these hypotheses. These 
hypotheses are logically ordered, each deriving from some set of preceding ones. They 
arc accepted as truc only after experimental verification; they are susceptible of 
rcvision, can be criticized and supersedcd by bettcr ones [ cf. Popper, The Logic of 
Discovery]. 

According to Milncr ( 1989), the theory of classical analytical structuralism may 
be interpreted as an example of rational, Aristotelian science, relying as it does, on a 
minimum of rationally obvious statements and concepts and employing a miminum of 
formalization. In contrast, generative grammar explicitly conceives itself as an example 
of Galilean science. 

4. Theory and methodology in classical analytical structuralism 
Classica/ Analytical Structuralism(=CAS) as an Aristotelian science· . lt is an 

axiomatic statement of CAS that language is a system of signs having a hidden 
immancnt structure. The goal of linguistic research is to throw light on this hidden 
immanent structure; in attempting to do so, CAS has produced the first "litteralization 
of thc empirica! domain of linguistics", i.e., the first formalization in linguistics. The 
type of formalization employed relies on a very limited number of concepts, the central 
ones being those of opposition and re/afion (both being primitive of linguistics, 
definable in set-theory, as shown below). 

The following celebrated statement, due to de Saussure, expresses one of the 
rationally indisputable belicfs of structuralist theory: "De meme que le jeu d'echecs est 
tout cntier dans la combinaison des differentes pieces, de meme la langue a le caractere 
d'un systcme base completement sur l'opposition de ses unites concretes." Language is 
entirelv h;1~cd on oppositions. --- - - - ·-

. A secund equally indisputable statement is that units only exist by virtuc of their 
relations, cach one of them being what t . 101. 

Starting from these basic statyl'fients; li"nguistic~s cturalism develops a thcory of -
oppositions and a theory of relatiorţf ·,: 
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4.1. On oppositions. The foundations of the themy of oppositions were laid by 
Trubetskoy (Principes de Phonologie). "Opposition" is a primitive concept, as far as 
linguistics is concemed. Any oppositions presupposes a basis of comparison (a common 
element, shared by the opposed terms) and a differentiating feature, callcd the 
characteristic of the opposition. In (3) it is apparent that the characteristic of the 
opposition p: b is the feature [ + voice ], vhile the other distinctive· features of the 
phonemes p, b form the basis of thc opposition. 

(3) p 
+consonant 
+bilabial 
+plosive 

+voice 

b 
+consonant 
+bilabial 
+plosive 

-vmce 

base of the opposition 

characteristic of the opposition 

The concept of opposition can be defined in set theoretic terms (cf. Manoliu 
Manea (1974), Marcus (1970) as follows: 

An opposition is an ordered pair of sets of elements A: B. The elements common 
to sets A, b form the base of the opposition. The elements of A which are not elements 
of B, and those elements of B which are not elements of A form the di./Jerntial set of A: 
B, or the characteristic of the opposition A: B. Consider the opposition om: oamenilor, 
analysablc as in (4): 

(4) om: oamenilor 
+noun 
+mase 

+Nom-Acc 
+ singular 

+Gen-Dat 
+ plural 

base 

differential set 

The most commonly acknowledged types of (binary) oppositions are listed 
below: 

a) Privative oppositions - One term is positively marked for a feature absent in 
the other term. Here are examples: 

(5) 
A :B 

a. p : b 
b.horse ~ mare 

'b' has the feature[+ voice], missing in'p' 
'The semantic features of horse are included in those of 
mare, but''mare contains the additional feature[+ female] 
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Privative oppositions are the most characteristic, since they arc binary and 
oriented; the term positively marked for the 'additional feature' is the 'marked' term of 
the opposition. 

b) Equipolent oppositions - Both terms A, B have specific differential features; 
in set-theoretic terms, some of the elements A also belong to B, and some elements of B 
also belong to A. An example is the opposition p:v; p is plosive and voiceless; v is 
labiodental and voiced; both sharer the fact of being consonants. Another example is 
the lexical opposition sizzle : crackle. 

(6) A: B 
a. p: V 

[+ cons] -----+ plosive 
- voice 

b. ~ ; crackle 
+verb 
+ make noise 

labiodental 
+ voice 

-----------
[about meat in the pan] [ about wood in the fire] 

C. 

c) Disjunctive oppositions - ln this case, no element of A is an eleme:ot of B. 
This represetns a suspension of an opposition, since A arui B cannot, in fact, be 
compared. Examples can be given with ease. 

(7) a. 
A B 

fil:l_g fillilg 

+ conjunction + verb 
+ copulative + indicative 

+ past tense 

b. (J Q 
d) The zero opposilion - This is the casc wherc thc differcntial set does not 

contain any element. Consider, (in 8), the elements carte I casă with respect to 
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their grammatical features; they are completely alike; naturally, they have different 
lexical content. 

(8) A:B 
a.carte;!,asă 

+Nom-Acc 
+ feminine 
+ singular 

b. 

~ 
The next categories of oppositions refer to classes of oppositions; this allows for 

generalization; for grouping larger number of elements into functional classes. 
e) Proportional oppositions - Two or more than two oppositions are said to be 

proportional, if they have the same di fferential set, i.e., the same characteristic. Several 
oppositions that have the same characteristic forrn a correlation. Below, we have 
illustrated the correlations of voice, and of sex (+MALE vs +FEMALE) în English. 

(9) 
a. b. 
[- voice] [+ voice] +MALE +FEMALE 

p b stallion marc 
f V billy-goat nanny-goat 
s z father mother 

d jack-ass jcnny-ass 

f) Homogeneous oppositions - Two oppositions arc said to bc homogeneous if 
they have thc same basis. 

(10) 
casă casa 
casa caselor 
casa casei 

The three oppositions in (10) have the same basis: the segment cas-, a lexical 
root. Homogeneous oppositions help sctting up the traditional paradigrns: the 
declension of a noun and the conjugation of a verb. 

In spite of the linguists' desirc to reduce all linguistic differcnces to binary 
oppositions, in agreemcnt with the programmatic statement quoted above, it was soon 
apparcnt that many-membcred oppositions must also be acknowlcdgcd to exist. Thc 
Praguc School (Vigo Brondal, a.o.) describcd elemcntary three-terrn structures of the 
following sort: 
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(I I) _ 
a. positive I neuter (neither positive nor negative)/ negative• 
~ tt ~ 

b. positive complex (either positive or negative) negative 
sister sibling brother 
mother parent father 

There have been attempts to reduce three-tenn oppositions to a hierarchy of 
binary ones. The opposition 'positive' I 'neuter' / 'negative' may be re-analyzed as in 
(12). Such reinterpretations showed a desire to give maximum scope to binary 
oppositions. 

(12) [+ neuter] 
it 

[- neuter] 
positive 
she 

negative 
he 

A second type of non-binary, multi-membered oppositions is represented by 
gradual oppositions. For instance, the English front vowels may be arranged function of 
thc degree of opening between the raised part ofthe tongue and the palate: · 

( I 5) a. 1: close Pete He's Pete. 
pit It's a pit. 

e mid-open pet lt's a pet. 
z open Patty She 's Patty. . 

Many-membered oppositions, gradual or non-gradual(cf.(Hom ( 1971 )), are fairly 
frequent in the lexicon: 

(I S)b. gradual: { frozen, cold, cool} 
non-gradual: {blue: red: green: yellow: ... } 

In addition to the classification of oppositions, two problems apparently 
prevailed in structuralist theory: a) whether all oppositions were binary; (the answer to 
that question is negative); b) whether all binary oppositions are 'oriented', having one 
'marked', more restricted or intensive) tenn, and one 'unmarkcd' term. As already 
shown, privative oppositions (e.g. horse:mare) are, by defintion, 'oriented'. Binary 
oppositions which are not privative (e.g. young:o/d) may also be oricnted, and thcre are 
different linguistic means of identifiying the marked / unmarked member of an 
opposition. Perhaps the bcst known mcans of deterrnining thc oricntation of an 

. 
II~ is the ·wunarked !cnn, since it is alsa uscd as an anaphor for indefinite pmnow1s, which a,e 

w1speci!ied for gender: Somebody call ed up, but he tlidn ·1 say what he wantcd 
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oppos1t10n is the neutralization of an opposition; it is the unmarked term of an 
opposition which occurs in contexts where the opposition is suspended. The examples 
below show that old is the unmarked term of the opposition o/d I young; o/d may cover 
the whole semantic space ofthe dimension AGE, while young may cover only one part 
ofit (cf. (16 b)). 

(16) a. He is an old man. 
b. He is a young man. 

( 17) a. How old /*young is the baby ? 
b. The baby is three days old /*young. 

In summary, we may safely conclude that binary oppositions are the building 
block of formalization and of representing the hidden structure of language. 

4.2. On syntagmatic and paradigmatic re/ations. Linguistic units entertain 
mutual relations on the vertical paradigmatic axis, or on the horizontal, ~tagmatic 
axis. Units standing in opposition are mutually exclusive, only one of them may be used 
în a given context. The terms of an oppositons contract a relation of substitution, an 
ei.ther ... or relation on the, paradigmatic axis ( cf. Hjelmslev). 

( 18) a. How lold I is he? 
I young 

b. PI i: I t 
I i I 
Ie I 
I zi 

Units in a paradigmatic either ... or relation may replace each other in the same 
position. Sincc only one unit in thc set is used at one time, paradigmatic either ... or 
relations arc also called relations in absentia. But substitution requircs a context where 
the oppositive elements are successively tested, as in ( 18 a, b) above. The units of this 
context contract syntagmatic relations, relations in praesentia, also called both and 
relations (cf. Hjelmslcv). 

The distinction itselfbetwcen syntagmatic and paradigmatic relations is not new: 
models of declension and conjugation were clear instances of paradigms, while syntax 
traditionally deals with (syntagmatic) relations in praesentia. Thc novclty of the 
conccption was to consider those two types of relations as fundamental axes in the 
organization of all units, on all linguistic levels. The theoretically important point is 
that the structure of the linguistic system depends on every levei, upon thc 
complementary principles of selection out of a paradigm and combination into a 
syntagm. To describe a linguistic system is to specify both the mcmbership of the 
paradigmatic scts and thc posibilities of combination of onc set with anothcr onc, in 
well-formcd syntagms. 

Both syntagmatic and paradigmatic relations may obey ccrtain constraints, it is, 
consequently, possible to identify severa! typcs of rclations; somc of thcsc are listcd 
below. 
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a) Relations of determination: A and B stand in a relation of detennination if A 
presupposes B, but B does not presupposes A. In syntax, the use of an article 
presupposes the use of a noun, but a noun may sometimes be used in the absence of an 

article. 

(19) a. The students /*The - were unhappy. 
b. Students are smart. 

b) Relations of interdependence, where tenn A presupposes tenn B, and tenn B 
presupposes tenn A. For instance, in morphology, the features [+ Tense], [+ Persan] in 
any finite verbal fonn presuppose each other (i.e., they always occur together). 

(20) a.citisem 
[ + Past Perfect] 

[+ 1 st Persan ) 

citeai 
[ + Imperfect ] 
[+ 2nd Persan] 

Relation of detennination and interdependencc arc both obligatory relations. 
There are also optional relations. 

c) Constellations are optioanl relations. Term A does not presuppose term B, 
term B does not presuppose tenn A. Thus, in German, the preposition in occurs with the 
Accusative case or with the Dative case, both the Dative and the Accusative also occur 
without in. 

(21) Er geht ins Zimmer.[in +Ace] 
Er ist im Zimmer.[in +Dat] 
Ich hilfe dem Kind.[Dat] 
Ich sehe das Kind.[Acc] 

4.3. Conclusion. This sketchy presentation of classical structuralism has 
hopefully shown that this theory is founded on a few maximally general undefined 
concepts and on a few statements whose truth is seif-evident. (e.g., Language structure 
is founded on oppositions. Units exist only through their mutual relations.) ''Other 
statcments turn around these basic ones. Formalization is maximally simple, ·in the 
absence of any more complex formal machinery. One might conclude by saying that ttr 
cpistcmiological matrix implicit in Analytical Structuralism is that of a categorial 
deductive science. 

5. The methodology of CAS 
Thc empirica! descriptive nature of linguistics as a science was, however, seif­

evident to structuralists. They have bccn highly successful in dcveloping empirica! 
methods of linguistic analysis, which are stil! currently used in Iinguistics: the 
mcthodological contribution of analytical structuralism, of America!\ descriptivism in 
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particular cannot be overestimated. In the context of inquiry, typical of American 
descriptivism, with its heavy emphasis on the study of the dying American Indian 
languages, the proposed model of the linguist is that of the field worker, out to collect 
his data and write the grammar ( of an unknown language). As remarked by Chomsky 
ycars later [ cf. Chomsky, 1973 ), "thc ficld worker armed with nothing but raw phonetic 
data and bringing no particular hypothesis about the language he was investigating was 
an idealization of a radical sort". The linguist was not supposed to have any 
expectations about the structure of the investigated Ianguage. His task was to collect 
data and classify his corpus, offcring a t;i.xonomy of the data, and thus laying bare thc 
structure of the language. The corpus, usually compiled with the help of a native 
informant, consists of a set of recorded or written material. The linguist is supposed to 
establish the invariant units on each lunguistic levei using 'discovery proccdures'; these 
were conceived of as rigurous inductive methods of language analysis, capable to 
uncover thc immanent structure of language. Essentially, the famous discovcry 
procedures were techniques of segmenting and delimiting units on a continuous flux, 
means of revealing the articulation of forms, in the continuum of substance (sec below). 

5.1. A key concept employed in the analysis is that of distribution. Distribution 
is defincd as the totality of environmcnts whcre a given segment (unit) occurs'. Severa) 
types of distribution) have proved relevant in linguistic analysis( cf. Manoliu­
Manea(l 974), Marcus(l 966:36: 

a) Complementa,y distribution. Two terms A and B are în complementary 
distribution just in casc A ncvcr occurs in any of thc contexts of B and thc other way 
round. The phonological segmcnts /s/, Iz/, !iz/, are în complcmentary distribution, as 
markcrs of thc plural of English nouns, cach selccting a nominal basc whosc last 
phonemc has specifice propertics: 

(22) 1- sybillantl„ ls! cups /k"fls/ 
I- voice I 

. N 
I- syb11lantl Iz/ dogs /dogz/ 
I+ voicc l 
I+ sybillant f 

"' 
/j7J drcsscs I dresi7J 

fuzzcs ' I f ,..;z.izl 

b) Defective distribution. Two tcrms A, B· are in defective distribution, if A 
occurs in all thc contexts of B, but B may also occur in contexts whcrc A does noi 
occur, i.c. thc contextes of occurrcncc of A are includcd in the contcxts of occurrcncc 
of B, or the othcr way round. Thus, with oricnted antonymic pairs. (o!d I yo1111g, !ong 
/slwrt), thc ~arkcd tcrms has all thc contcxts of occurrcncc of thc unmarkcd tcrm, but 
thc unmarkcd tcnn also occurs in ncutralization contexts, whcrc thc opposition is 
suspendcd. 
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(23) a. He is old I young. 
b. an old I young man 
c. How old / *young is he ? 

c) Equipolent distribution: Two terms A and B are said to have equipolcnt 

distribution: ifthey share some oftheir contexts, but each also has a number of different 
contexts. For instance in Romanian, there are verbs which select either the indicative 
mood or the subjunctive mood (e.g. crede, spera, a se indoi, a. o.), but there are also 
verbs which select only the indicative (afirma. declara, a.o.) or only the subjunctive (a 
cere, a vrea, a dori). Therefore, thc indicative and the subjunctivc mood are in 
cquipolcnt distribution. 

(24) a. Sper că vine / să vină. 
b. Declar că vine / *să vină. 
c. Vreau *că vine/ să vină. 

d) Contrastive distribution: two terms A and B arc in contrastive distribution, if 
they sharc all thc contcxts. For instance, the varicties of a phonemc, rcprcsenting the 
individual pronunciatiation of various speakcrs arc in contrastive distribtion. 

5.2. As alrcady mcntioncd, thc proccdurc of uncovering the units of thc 
linguistic systcm starts by making preliminary cuts in thc continuum of substancc, 
sctting up tentative units. 

Diffcrent structural schools may employ diffcrcnt procedurcs in establishing 
thc invariants of the system. There arc structur1al schools which rcgard the sign as a 
two-lcvcl cntity, composcd of a signifier (form) and a signified (concept, sensc) (e.g., 
all European schools and somc of thc American ones( sce Manoliu-Manca( 1974) for 
more specific infonnation)). In this case, the proccdures for setting up invariants rely on 
segmentation and on the commutation test. ln the following excerpts, taken from Nida's 
Morphology, one can see these notions at work, in trying to determine which phonemic 
segments bclong to the samc morpheme. Nida proposcs severa! principles, which allow 
one to establish the invariants ofthc morphemic levei: 

Principie 1: "Forms which have a common semantic distinctiveness and an 
identica! phoncmic form in all their occurrcnces constitute a singlc morpheme".This 
principie allows the linguist to separate -ER as a morpheme given the series: 

(25) dancer, writer, flier ----ER 

This principie cmploys thc phrase "common semantic distinctiveness" as a way 
of indicating the mcaning which is common to all thc occurrcnccs of the ER suffix . ER 
contrsts with the meaning of all other simil2r fonns; such as thc -er of thc comparative 
dcgrce (e.g., wider, broader). The serics dancer, writer, broader would yicld no 

https://biblioteca-digitala.ro / https://unibuc.ro



26 

distinctiveness of meaning, indicating that no morphemic segment can be separated, 
despite the occurrence of the same phonemic segment er. Crucial use is made of the 
dual nature of the sign. 

Principie 2: "Forms which have a common semantic distincitveness may 
constitute a morphemic segment provided that the distribution of formal differences is 
phonologically definable. This is the principie of the phonologically conditioned 
allomorphs which are in complementary distribution: The negative prefix in (e.g., 
infelicitous) is represented as the following set of phonologically-conditioned 

allomorphs { in, ii, ir, im}. The choice is detennined by the phonological properties of 
the first phoneme ofthe stern, by assimilation, as can be seen in (26): 

(26) a. 
b. 
C. 

d. 

im [ - + bilabial consonant ]A 
ir [ + r ]A 
ii[+ I ]A 
in[ .... ]A everywhere else 

(impersonal, imperfect) 
(irrefutable) 
(illicit) 
(intolerant, inaudible, infelicitous) 

According to (26), the allomorph in is excluded in contexts a-c, and is used 
everywhere else). 

As known, Harris, and more generally, the Pennsylvania School, refused any 
reliance on meaning in linguistic analysis, so that thc commutation test becomcs 
inoperant in setting up invariants. Linguistic units need not be signs, if the sign is 
necessarily endowed with meaning. Linguistic units are identified as such by virtue of 
their formal properties, but they need not have meaning. It is desirable to analyzc -stand 
as a morpheme in understand, withstand, in virute of the altemation (stand - stood, 
understand I understood, withstand I withstood), but it would be hard to assign meaning. 
to the units (under-, with-, and stand) obtained in the analysis. ln the celebrated 
Methods in Structural Linguistics, Harris presents narrowly formal procedures for 
setting up tentative phonemic and then, morphemic segments. To estabalish the 
independence of the tentative units, he further relies only on distributional evidence. 
Here are some of the procedures he proposed for setting up tentative units and for 
testing whether they are independent units (invariants), on the morphological levei. 
Tentative morphemic segments - A phoneme sequence is decomposable into morphcmes 
if one part occurs without the other in the samc total environmcnt. This criterion allows 
us to set up the following tentative morphemic segments { room, -er, London} in the 
total environment: That is our -. 

(27) That's our lroomer 
I room 
I London 
I Londoner 
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Independent units - A particular sequence is said to be independent only if it 
occurs in a variety of different envirorunents and if it pattems like other units. 
Therefore one attempts to set up classes of units, on the basis of their distribution, i.e., 
classes ofunits that "pattem alike". Consider the examples below. 

(28) 

b. 

C. 

d. 

a. The I hammer 
lgovemor 
I distributor 
lwriter 

I would like to I "'ham 
I govem 
I distribute 
I write 

They didn 't I "'ham 
jgovem 
ldistribute 
lwrite 

While l"'hamming 
lgoveming 
ldistributing 
lwriting 

I is bere. 
I 
I 
I 

them. 

them. 

I them. 
I 
I 
I 

The examples in (28 a) yield the segments {ham, govern, distribute, write, -er}. 
The consideration of (28b, c, d) proves that the segmentation ham +er is incorrect, 
while the segmentations govern +or, distribute +or, write +er are correct. The units 
govern, distribute, write share a number of contexts: to-, didn 't-, -ing, which identify 
them as members of one distributional clase (the verb). 

5.3. Conclusions. Classical structuralism has offered the first model of formal 
analysis. Structural theorists put forth a rigorouslf fomialized, reffoed and sophisticated 
battery of taxonomic procedures, used to segment and classify the data. Thesc methods 
were understood as discovery procedures for grammars, in the sense that, when applied 
to a corpus, they were supposed to determine a grammar of the language from which 
the corpus was drawn. 

The philosophical presuppositions of this methodology continue the empiricist 
tradition. Knowledge îs essentially assumed to be data-processing. The mind, initially 
tabula rasa, does not possess more than a system of properties enabling it to realize an 
initial analysis of the data given by the senses. The higher systems of knowledge and 
belief may then devclop, by means of generalization, analogy, induction, association 
and habit-formation procedures. 

Language is assumed to be a self-sufficient, independent system, having an 
immanent constitutive structure that must be laid bare by the linguist, using discovery 
proccdurcs. At !cast for somc major practitioncrs (Harris, Bloch, a.o.), thcre are no 
psychological assumptions bchind the discovery proccdures. For instance, they are not 
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supposed to be empirical hypotheses as to how knowledge of language is acquired. 
Justification of one analysis over another one will be done in merely pragmatic terms, 
by showing that it offers a more organized, less redundant characterization of the 
corpus. In priciple, alternative theories or sets of procedures that work for the same 
corpus are equally valid. 

As to the scope of the taxonomic procedures, analysis is restricted to those 
properties explicitly (overtly) present in the signal. 

Structuralism was particularly successful in the domain ofphonology, because of 
the finite nature of the domain, and also perhaps because, at this levei, there is a clearly 
marked distinction between substance and form, i.e., between phonetics and phonology. 
Morphology was also developed later, but there is little syntax to speak of (except for 
immcdiate constituent analysis, see Wells ( 194 7) ). 

Through the rigorous methodology it proposed, CAS bas enormously broadened 
the scope of information available to the linguist, and has considerably increased the 
reliability of the data, raising the precision of linguistic discourse to entirely new levels. 
The outcome was a professionalization of the field, a shift of interest away from 
philosophical problems of general interest to intellectuals towards a new domain, 
largely defined by the techniques that the profession itself had forged in the solving of 
certain empirica! problems. 

6. Generative Grammars (GG) 
One can undoubtedly assert that <:!9 ... represents a second stage of linguistic 

structuralism (cf. Manoliu-Manca (1974)). This is obvious: a) in the holistic approach to 
language viewed as a system ofrelations; b) in the consideration of languages as formal 
objects, with the subsequent reliance on formal definitions. Moreover, GG inherits the 
methodological concepts and techniques employed by structuralist grammarians 
(distribution, constituency, binary opposition, etc.). There is, therefore, an important 
conceptual and methodological continuity betwecn analytical structuralism and 
generative grammar. 

6.1. At the same time, therc is a marked theoretical and epistemologica! 
discontinuity between CAS and GG, which explains why the advent of GG was 
interpreted as a "revolution in linguistics"(cf Searle(l 974)), as a change of paradigm in 
the Kuhnian sense. GG was bom, as will be seen, out of an attempt to answcr 
characteristic empirica! problems and also, out of an attempt to smooth out certain 
methodological difficulties. The study of GG reveals in a partic11larly telling fashion 
how reflection on certain empirica) problems leads to particular epistemologica! claims, 
regarding the construction of grammar, and even to particular ontological claims, 
regarding the ontologica! status of grammar. Linguistics comes to bc cnvisaged as a 
Galilcan science, there is thus an avowed change of cpistemological matrix. Secondly, 
the complexity of grammars as objccts of leaming will lead to the conception that the 
human mind is endowed with a language faculty, enabling it to acquire a language. 
Thcre is a movement away from the idea of mind as a blank at birth, to a rationalist 
concept ion of mind as a complex modular organ ( cf. Fodor (1983 )), cquipped for 
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specific cognitive tasks. Viewed in retrospect, GG may be considered part of the 
"cognitive revolution of the I 950s" (Chomsky 1992: 4). 

There are two, now famous, empirica) problems that GG has called attention to 
(cf.D'Agosttino (1989)). a). The first problem is that of linguistic creativity. The 
problem is tbat tbe normal use of language is innovative and potentially infinite, in tbe 
sense that tbat mucb of wbat we say in tbe course of comrnon language use is not a 
repetition of anything we have heard or said before. Similarly, tbe number of sentences 
in one's native language that one will understand witbout any feeling of difficulty is 
astronomi cal. "The central fact to wbich any significant linguistic theory must address 
itself is tbat tbe typical language leamer bas observed [only] a certain limited set of 
utterances of bis language, but can, on tbe basis of this finite linguistic experience, 
produce and understand an indefinite nuinber of new utterances." (Cbomsky 1973). 
Language users who produce (or understand) sentences which are new to tbeir 
experience manifest tbeir linguistic productivity, one facet of their creative use of 
language. As sbown as early as Cartesian gramrnar (tbe 1 ?1h century), tbe creative use 
of language meant not only "productivity", but also the fact that the normal use of 
language, in addition to being innovative, is alsa free from control of detectable stimuli 
and "appropriate to the situa/ion" (cf. Chomsky,1968). These complex abilities of the 
human persan are among the 'anthropological mysteries' that do not fall into the more 
limited province of linguistics. Thc first empirica! problem is then, how to account for 
the speakers' capacity of producing and understanding a potentially infintie number of 
new sentences. 

To answer this question, generative theory claims that users produce and 
understand new sentences because they possess an internalized grammar, a device 
which provides a semantic and a phonetic interpretation for any sentence of the given 
language, L. Any grammar of L will project the finite and somewhat accidental set of 
obscrved utterances to a presumably infinite set of grammatical utterances the speaker 
can produce or understand. 

The intemalized grammar is the speaker's competence, the speaker's tacit 
knowledge of his language. In ( 1965), Chomsky was launching the well-known 
dichotomy of competence versus performance. Competence - was a dispositional 
property, the S's intemalized grammar which enables the speaker to use language. 
Performance represented the actual use of Janguage. In time, competence has become a 
cover-term for severa! different abilities:~) grammatical competence - meaning 'tacit 
knowledge of grammar'; b) conceptual (lexical) competence - ability to use and 
understand the vocabulary of a language; c) pragmatic (communicative) competence -
ability to communicate, to write texts, etc.· ît is easy to see that members of a speech 
community may differ considerably in their lexical competence (in thc number of 
words they can use appropriately), as well as in thcir pragmatic compctence (c.g, 
ability to produce different text-types varies a great deal). Grammatical competence, in 
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contrast, is homogeneous across a given speech community: m what follows, 
'competence' is understood as 'grammatical competence'. 

The linguist's grammar is a hypothesis on the structure of the speaker's 
intemalized grammar. 

(29) More technically, a (linguist's) grammar is said to be a model of the 
speaker's competence, a model ofthe speaker's intemalized grammar. 
The term 'model' in (29) is understood as in the theory of modelling: 

Definition of 'model' - A model is some object or phenomenon A, which is 
subject to investigation as a substitute for some other object or phenomenon B, with 
which A is in a relation of correspondence. Through the study of the model A, and 
through the established correspondence B-A, one obtains information about the (less 
accessible) object B. 

, - The linguist 's grammar is a model of competence in the sense that it attempts tcf 
/ outline the kind ofknowledge the speaker possesses, which enables him to use language 
i creatively. One thus reaches the conception of a grammar as a device capable of 
· .. producing and interpreting any (therefore all) the (well-formed) sentences of a 
-·tanguage. _, 

b) The second empiric al fact that generative theory calls attention to is the 
obvious truth that grammars q_re learnabl~. By the age of three, any normal child has 
already acquired lus grammatical competence; he will have mastered the morpho­
syntactic structures of his language; in later years, he will mostly enrich his language at 
the level of the vocabulary. The leamability of grammars indicates that grammars are 
finite devices. If they were not finite, given the properties of human organisms, they 
would not be leamable. A grammar G can only contain a finite number of rules. In 
conclusion: 

, I 

/- (30) A grammar G of a language L is a finite set of rules which produces (and 
interprets) all and only the grammatical sentences ofthe language L. 

Intuitively, what the (intemalized) grammar does is to mediat~ _between SOlllld, 
(e.g., what one hears, altematively what one produces) and meaning (e.g., what one 
understands, altematively, what one wants to communicater 

_,----- sound 
(31) Gramma. ------

meanmg 

Each sentence must be associated with a semantic interpretation and with a 
phonological interpretation.We might assume that the linguist's grammar has a 
tripartite structure, as in (32).ln this conception, syntax is responsible for "producing" 
the grammatical sentences of L; these sentence are assigned a semantic interpretation (a 
meaning) in the Semantic Component, and they are also given a phonological 
interpretation in the Phonological Component. The syntactic component occupies a 
central position, being 'generative', rathcr than 'interpretative'. 
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The Semantic Component 
(32) The Syntactic Component< 

The Phonological Component C, 

6.2. At this point, one should remember that syntax is poorly developed in 
classical structuralism; this is not accidental; the inductive taxonomic procedures do not 
easily lend themselves to syntactic analysis: To quote Chomsky [ 1973: 14 ], "syntax is an 
infinite domain, and the inductive step that would lead to a description of syntax was 
plainly lacking". 

lt is easy to show that taxonomic procedures of directly segmenting and 
classifying the data were not sufficient to express certain types of syntactic 
dependencies and relations. In (33), one ought to he able to show that "whom" depends 
on the prepositionfor, which assigns it the oblique case. 

(33) Whom did he say that he had done it for? 

More abstract and indirect representations appeared to he needed. "These 
procedures (i.e., the discovery procedures), says Chomsky, had insurmountable defects; 
they were wrong in principie. The right approach seemed to involve principles that 
were more abstract, more indirect. I slowly came to believe that it was necessary to 
assume general principles, a general abstract schematism, which, when confronted with 
the given data, would yield a grammar representing linguistic knowledge" (1973: 15]. 

The effort of remedying this methodological problem was one more reason that 
contributed to the reshaping of grammar. 

6.2. The empirical and methodological problems mentioned above suggested the 
use of synthetic grarnrnars, rather than analytical ones. 

A relation of complementarity between structural and generative grammars is 
identifiable at this point: Structural grammars - are analytic models of language. The 
direction of analysis is from the (infinite) text to the (finite) invariant units and 
structures, and to the classification of those units. Generative grammars - start from an 
inventory of units (the lexicon) and a set of combiantory rules and aim at producing the 
language, the infintie text. 

Structural grammars are mainly paradigmatic. In fact, de Saussure defined 
'langue' as a system of paradigms. Syntagmatic relations are treated as auxilary tools 
for the discovery of the paradigms.Generative grammars arc primarily syntagmatic -
they offer rules for sentence construction and sentence interpretation. The sentence 
itself is a syntagmatic structure. Paradigms are assumed to he given. 

6.3. In Chomskyan grarnrnar, the explicitly assumed epistemologica! model is 
that of Galilean science; generative grammar avowedly counts as an attcmpt to get at 
the knowledge of languag:e (= linguistic competence), "by making abstract models of 
the objcct, to which (at least) thc linguists givc: a highcr dcgrce of reality than they 
accord to the ordinary world of sensations". Grammar may bc described as a Galilean 
scicnce, by noticing facts like a-c below. 

a) Grammar offers a theory of language, a system of statements on language. 
Gram mar proposes a system of hypotheses on the structurc of the investigated language 
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(e.g., it shows which morpheme sequence are acceptaable, what sentence types the 
language possesses, etc.). 

b) These hypotheses and rules (or, rather, these hypothetical rules of L) are 
formalized and formalizable. The formalism employed in the early stages of GG is that 
ofmathematical logic. 

c) These hypothetical rules that constitue a grammar make predictions as to what 
is grammatical / ungrammatical in language L; thercfore, these hypothcses have 
testable consequences, and they can be falsified or refuted. 

A rule of the form NP ➔ Det~N, saying that any Noun Phrase (= NP) in English 
consists of an article followed by a noun, correctly predicts that: These students learn 
hard. A student /earns hard. etc. are correct sentences in English. However, the rule is 
falsified by counterexamples like: Syntax is tedious, Teachers are horrible. Thc rule 
must be revised to show that the determiner is an optional constituent of the NP, i.e., 
NP ➔ (Dct) N. 

Rules are revealing only if they have testable empirica! consequences, i.e., if the 
rule "could go wrong". Linguistics is programmatically treatcd likc a natural, empirical science. 

6.5. Linguistic Theory (LT) and Grammar (G).The idea of constructing a 
grammar as a system of rules leads to thc fundamental epistemologic problem of 
justifying this construction, of evaluating rival descriptions, selecting among them on a 
principled basis.This is why there is a need for a linguistic theory. The concept of 
linguistic theory (L T) is proposed by Chomsky in "Logica( Structure of a Linguistic 
Theory" (= LSLT,1955, 1973). 

Roughly, LT is an abstract theory which presents thc basic principles and 
concepts of grammar, by means of which particular grammars can be written and 
evaluated. ' 

The linguist will bc concemed with three fundamental problems:a) constructing 
the grammar of a particular language; b) giving a general LT, of which each G is an 
exemplification;c) justifying and validating the results of this inquiry, that is, 
dcmonstrating that the grammar G that he has written is, in some sense, the correct one. 
These tasks are inter-related, LT cannot be arrived at inductively, by generalization 
over thc grammars of severa! or all languages, because no grammar can bc written 
without presupposing some concepts and principles. 

There are several types of requirements that we might impose on the relation 
between L T, a language Land a grammar of L, G: 

A vcry strong requirement would he that, given a language L and the linguistic 
theory, L T, LT should uniquely determine thc grammar G. ln that case, L T would be a 
discovery procedure for grammar. Givcn thc existence of so many alternative 
descriptions of any better studied language, it appears that conceiving of L T as a 
discovery proccdure is not feasible. 

b) The closest strongest requircment would be that, given L, and a number of 
grammars of L, G 1, G2,···• Gn, L T should uniquely select the best grammar Gi. In this 
casc, L T would be said to offer a decision procedure for grammars. This requiremcnt 
has alsa proved to bc too strong. 

c) A weakcr requirement is that givcn a languagc L, and two grammars ofit, Gi 
and c;j· L T should help one choose thc bctter of thc two grammars. Wc will say that in 
that casc L T counts as an evalua/ion proccdure for grammars. 
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Since L T offers an evaluation procedure for grammars, a reasonable question to 
ask is what are the criteria according to which gramrnars are evaluated. Two types of 
criteria are normally taken into account: There are first criteria of extemal_adeq_'!acy or 
<k_sc;_riptive adequq_~y. A grammar is extemally or descriptively adequate-if it is "faithful 
to the data'', thai is, if it produces al1 and only the correct sentences of the language. A 
gramrnar that claims that the structure of the English NP is always Det +N, without 
specifying what kind of noun may follow the determines is descriptively inadequate 
since it may come up with examples Iike: •The Jane is here. •some London is in 
England. Secondly, there are criteria of internai adequacy or explanatory adequacy. 
This requirement simply means that a grammar should confirm to LT, it should obey 
the formal requirements stipulated there, it should meet conditions of simplicity, it 
should offer intuitively satisfactory explanations, etc. 

Let us take an example of how two gramrnars G1 and G2 may be evaluated for 
explanatory adequacy. Suppose that G1 and G2 both generate sentence (34): 

(34) Women students are tempting new subjects. 

Assume that Q1-,;works only with lexical_ c~~arts of speech): Noun (N), 
Verb (V), Adjective (A), Preposition (P), Copulative Verb (V cop), etc. 

Assume that G2 possesses not only lexical categories (N, V, A, P, ... ), but also the 
corresponding phrasal categories: NPs, VPs, APs, PPs, etc. 

Sentence (34) is an example of c_Q!!Ştructional_ho!llo_~~y; the sentence bas two 
unrelated r~gs: "Women students constitute tempting new subjects (say, for male 
sociologists)", and "Women students attempt to study new subjects". Since the 
homonymy is not lexical, but syntactic-, an explanatory gramrnar should be able to 
assign this sentence two distinct readings on the basis of its syntactic properties. lt 
should be obvious that G1 cannot handle this example. The most it can do is to labei the 
constituents as to their parts of speech. 

(35) W omen students are 
N N V 

tempting 
Ving 

new 
A 

subjects. 
N 

The second gramrnar, G2 can account for the syntactic homonymy, by assigning 
it two distinct syntactic interpretations. What counts is how the elementary constituents 
fall into phrases. Two such groupings are allowed, as shown below: 

t----VP--'---"----1 
NP V NP 

(36) W omen studenls are 
._ ____ I 

tempting new subjects 

i"------------' 
NP V<ţop NP 

I 

VP 

Thus, the particip le tempting, is either part of the Present Continuous of the verb, 
or it is interpreted as a modifier inside the NP tempting new subjects.We conclude that 
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Gz bas better explanatory power than G1• The example also suggests why phrases are 
needed in syntactic analysis (see next chapter on this). 

6.5. The strocture of the linguistic levei. A language L is an enormously complex 
system. L T attempts to reduce this complexity to manageable propositions, by the 
constru"ction of linguistic Ievels of representation; each such representation 
characterizes some properties of the analysed utterance. A grammar reconstructs the 
total complexity of a language stepwise, separating out the contribution of each 
linguistic levei. 

(37) A linguistic levei L is a system in which one construct a unidimensional 
representation of an utterance. Representations may be phonological, 
morphologic, syntactic or semantic. 

L T indicates the general form of a linguistic levei; providing the general format 
for linguistic analysis: 

a) A levei L bas a certain fixed (and finite) set of elementary objects, called its 
primes; for instance, the distinctive feature in phonology, the morphemic segment on 
the morphernic levei,· the set of parts of speech (lexical categories, N, V, A, ... ) and 
phrases (grammatical categories) in syntax, a.s.o. 

b) 0n each levei, there are operations which show how to construct more 
complex objects out of the elementary objects of the levei. 0n some levels (e.g., the 
phonemic one, the morphemic one the phrase structure one ), there is only one 
operation; that of concatenation. Concatenation is the elementary operations which, 
given any two elements X and Y, allows the formation ofthe complex object X Y or Y 
X. The simple or complex elements of L are called strings. As mentioned, some of the 
linguistic levels are simply concatenation algebras. 

c) Within each levei, it is possible to define certain relations between some 
elements and (other) classes of elements. An example could be the "is a" relation, used 
in categorial analysis, as when saying that the string "the boy" is an "NP", etc. 

d) On each levei, every utterance must be assigned an L-marker. The L-marker 
of a given utterance U must contain within it all the information as to the structure of U 
Ol) levei L. In the case of most levels, markers-·are strings. On the phonernic levei, for 
example, each utterance U will be represented as a string of phonemes, while on the 
morphemic levei, the same utterance will appear as a string of phonemes. 

(38) a. 
b. 
C. 

Every dog barked. 
e ~v -r--i·d~-rg-b-a: -k~t phonemic representation 
evri~d::, g-ba: k~id morphemic representation 
(the Past Tense is represented as id [ed], cf. Miner (1975)). 

e) For each levei, one must specify its relation to other Jevels; therefore, 
mappings of the representalions on that levei onlo representations of the higher and 
lower levels must also be provided. For instance, in mapping the morphemic on the 
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phonemic representation of (38a), morphophonemic rules will select /t/ as the correct 
allomorph of /id/ in the phonemic context of the voiceless consonant/kl. One mapping 
of particular importance relates the . representations on one given levei to the actual 
sentence (the so-called terminal string). 

L T appears to have a double role: it serves in the writing of individual 
grammars, having a descriptive function; but it also serves in the evaluation of the 
constructed grammar, in comparing alternative grammars; therefore, LT has a meta 
descriptive function as well. 

LT is in fact a Universal Grammar (=UG) în an epistemologica( acceptation of 
tbis term, that is, a framework of concepts and formal structures that must be assurned 
in any linguistic research, in any discourse on Ianguage. 

In fact, the term Universal Grammar is currently used în generative theorizing to 
replace the earlier "Linguistic Theory": în earlier work, Chomsky had probably avoided 
it because ofits rationalistic connotations. (see Chomsky (1973)) 

I Since grammar formalized the native speaker's intuitions, his competence, the 
proposed model of the linguist îs no longer that of the field worker armed with notbing 
but a tape recorder (or a native informant), but rather the linguist analysing his own 
language in bis own study and bringing to bear bis judgment, alongside of any 
knowledge he may get on bis Ianguage, by whatsoever means ( corpus analysis, 
psycholinguistic experiments, questionnaires, etc) 

In LSL T Chomsky underlies that the position of the linguist writing a grammar 
is somcwhat similar to that of a cbild learning bis native Ianguage.Both the cbild and 
the linguist are confronted with externai data in the given language. 

The Iingist attempts to formulate the "rules" of the language, the cbild, as part of 
the natural process of growth, will ultimately construct a mental representation of the 
grammar of his language. 

In bis efîorts, the linguist is "helped along" by the formal framework offered by 
UG. A legitimate questîon to ask is whether there is anytJung that the cbild relies on, în 
Ieaming hîs language and constructing a mental representation of the grammar of bis 
language. In other words, is there any psycholînguistic counterpart of the linguist's 
Universal Grammar, in the same way that the speaker's competence, his intemalized 
grammar îs the psychologîc counterpart ofthe linguist's grammar. 

Chomsky's strong claim is that the psychologîcal counterpart of UG îs the 
child's language faculty, which is itself a kind of universal grammar, a component of 
the child's mind, part of his genetic endowment. The chîld's mind is not, Chomsky 
believes, a "blank slate" when the child is bom, leamîng cannot simply proceed by 
analogy, induction and generalization. 

Chornsky radically departs from empirica( theories of leaming, boldly espousing 
the view that the learning of a complex system like language would be impossible in the 
absence of some well-structured innate mental mechanism, whîch makes possible the 
interpretation and selection of the data, in the process of language acquisition. The child 
îs thus innately equipped with a universal grammar. 
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Chomsky's most powerful argument is the argument from "the poverty of 
stimulus" (cf. Wexler (1992)). The argument starts by noticing that the mastered 
linguistic system îs of great complexity. Consider the pairs of questions below. 

(39) a. Who do you believe - came ? 
b. •who do you believe that - came ? 

( 40) a. Who do you believe that Peter saw - ? 
b. •who do you believe the report that Peter saw - ? 

Exarnples in the first set are perfectly synonymous, yet there is a sharp contrast 
of grammaticality between them. The same îs true about the second pair. It îs extremely 
unlikely that such grammaticality judgments, mirroring "rules" of the language can be 
arrived at by induction over the data. What kind of examples should one generalize 
over? Moreover, there is no explicit instruction given the child to prevent the 
occurrence of exarnples like (39b) and (40b), and such errors occur seldom if ever. 
"Rules" like those implicit în (39), (40) cannot be leamed on the basis of such an 
'impoverished stimulus'. Given the 'poverty of stimulus' and the complexity of 
knowledge attained, a reasonable hypothesis to entertain îs that the child îs innately 
equipped with the mental analogue of a UG. 

The concept of Universal Grammar can be understood în two ways: •\ 
a) an epistemologica! interpretation • Universal Grammar - îs a structural corc 

for the generation of linguistic theories and grammars; 
b)an ontologica/ interpretation- UG îs the language faculty the child _ is . ./ 

bom with. 
A very articulate view of the relation between language / grammar / mind is 

found in Chomsky ( 1986a), where a new distinction between Externalized language 
(=E-lg) and Internalized /anguage (=l-lg) is proposed. E-lg is language conceived as 
outside of conscience, 'a construct understood independently of the properties of the 
mind/brain. '(op.cit.:20). Definitions of language as 'the totality of utterances that can 
be made in a speech comrnunity ( cf.Bloomfield (I 933 ), or the Saussurean view of 
language as a system of sound with an associated system of concepts, as well as 
behaviouristic-sociolinguistic definitions of language as a social institution, as a set of 
normative practices or games, all illustrate the concept of E-lg. In this tradition, E-lg is 
assumed to be the real object of study for the linguist; grammar is a derivative notion, a 
collection of descriptive statements, or, more technically, a function that enumeratcs the 
elements of E-lg. 

In contrast, 1-lg is defined as the 'system of knowledge attained and intemally 
represented in the mind/brain. The simîlarit( or identity) with the carlicr concept of 
'competence'(=tacit knowledge ofthc languagc) îs unmistakable, but 1-lg is now part of 
a better dcfined conceptual fabric. From the point of view of the duality mind/brain, 1-
lg îs the content of thc so-called language Steady State Ss , attaincd by thc Janguagc 
faculty in an adult speakcr, through a process of maturation. Thc languagc state S

5 
îs a 
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relatively steady state, which may undergo only minor, peripheral modifications (e.g. 
the acquisition or loss of certain lexical concepts). The system of linguistic knowledge 
represented by I-lg was constructed on the basis oi the-speaker's / child's linguistic 
experience, starting from the initial state S0 ofthe language faculty. 'UG is construed as 
the theory of human 1-lg, a system of conditions deriving from the human biologica) 
endowmenr that identifies the 1-lgs that are humanly accessible under normal conditions 
(op.cit:24).' We have the following conceptual array: 

(41) Ss I-lg 
(as content of Ss) 
S0 UG 
(as content ofS0) 

Gramrnar 
( as theory of I-lg) 
the linguist's UG 
( as theory of the content of S0) 

The intepretation of schema ( 41) rcveals important relations between the 
concepts involved. Of considerable interest is the relation between 1-lg and E-lg. First, 
E-lg is the factor of the natural world whicb triggers the development of 1-lg~ through 
the subject's being exposed to the linguistic data. Since, according to cîiomsky, the 
grammar is a model of 1-lg , linguistic investigation tums away from the study of E 
language to the stydy of i-language, 'the focus shifts from the study of the language 
regarded as an extemalized object to the study of the system of knowledge attained and 
represented in the mind/brain' Accepting the surely correct view that knowledge of an 
(E-)language is knowledge of its grammar, we may say that 1-language (modelled by 
the grammar) is the manner in which a-language is constituted in the subject. The 
linguist's grammar is a hyposthsis on the content of the speaker's intemalized 
lamguage. At the same time, linguistic experience is possible, i.e., the human subject 
may process the linguistic signal and may develop a grammar, precisely because he is 
genetically endowed with UG. lt is also worth emphasizing that 1-lg can objectify itself 
and transcend human conscience only in, and as, E-lg. E-lg is the transcendent fonn of 
l~nguage. At the same time, perhaps against Chomsky himself, we should stress that E­
lg holds a certain cognitive priority, at least in the sense that language acquisition is 
directed towards E-lg, and that subjects are aware of E-lg, not 1-lg (the content of thr 
latter is, presumably, accessible through reflection). Finally, schema (41) also shows 
Chomsky's realist position: it is claimed (in 41) that the principles of UG and 1-lg are 
represented in the mind/brain, in the states S0 and S5 of the language faculty. lt is hoped 
that the progress of cibernetic studies will, in time, provide more adequate information 
on the stats S, and S0 , leading to a correct identification of those representations of UG 
and 1-lg with those of S5 , and S0, respectively. Thc interpretation of thcse 
representations 'would constitute a cerebreal herrneneutics, whose content would be 
identica! or at least equivalent with the content ofthe principles ofUG and 1-lg. 

Tuming to strictly linguistic matters, the empirica! constraint of leamability, 
alongside of the problem of theory underdeterrnination by the data, has greatly 
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influenced at least two aspects of linguistic researcb: the evidence considered and tbe 
type of formalism used. Tbe type of evidence considered includes not only intuitive 
judgments of grammaticality (still holding a priviliged position), but any linguistic or 
psycbolinguistic relvant data sucb as: data from psycbolinguistic experirnents, 
frequency counts, language cbange, literary usage; consideration of ·cross- linguistic 
evidence is alsoa common practice, etc. The consideration of an enricbed set of data 
elimnates descriptively poor analyses, and belps making decisions between alternative 
courses of an anlysis. As to tbe formalism of tbe grammar, it sbould meet conflicting 
requirements: On tbe one hand it must be ricb enougb to comprebend the attested 
variety of languages. On the otber hand, tbese devices must be restrictive, 'meagre' 
enough to guarantee that very few 'languages'(gramrnars) can be constructed by tbe 
leamer on the basis of the data. If a vast number of grammars were available, the 
language would be unleamable. This tension, between flexibility or richness, and rigour 
of the formalism bas lead, as will be seen, to the reshaping of tbe formal structure of 
generative grammar, reaching tbe cument stage of parametric gramrnar. The formalism 
bas developed by eliminating those formal devices which were too powerful. 
( e.g. transformations ). 

Althougb Chomsky's ideas on language, gramrnar and mind bave considerable 
appeal among psychologists, philosophers, and linguists, tbere is still a great deal of 
controversy surrounding Chomsky's ideas regarding tbe psycbological reality of 
gramrnar and universal grammar (see Kasher (1991), George (1989)). 

For the narrowly linguistic concems of this work, it is enough to accept the 
epistemological interpretation of UG; in fact, every serious practicing linguist does 
this.At the same time we will consider relevant in writing or evaluating an analysis any 
kind of evidence that comes from theories of learning, etc. 
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Chapter 2 

THE NOTION OF CONSTITUENCY 
PHRASE STRUCTURE GRAMMAR 

1. Sentence constituency. 'String' versus 'Constituent'. 

lt is an important property of sentences that they are not unstructured 
sequences of words. In fact, as shown in the analysis of sentence (1)((=34) in the 
preceding chapter), the words in a sentence fall into significant sequences: 

(1) Women students are tempting now subjects. 

Sentences are hierarchically-structured strings of words. The sentence has an 
architectonic structure, which is the constituent structure of the sentence. What has 
been said so far relies on a tacit distinction between 'string' and ... constituent'. These 
two notions are defined as follows. 

(2) A string is defined as any sequence of two or more than two adjacent 
elements. 

(3) A constituent is a string which has formal properties, i.e., which has 
internai cohesion. 

In sentence (I), women, women students, women students are, students are, 
students are tempting new, are tempting new subjects, etc. are all strings, but only 
women, women students and are tempting new subjects are constituents (for reasons 
prescnted below). 

(Sentence) constituency is the central concept of syntax. lt is the Grammar's 
task to assign an analysis to any sentence, that is, to exhibit its proper constituent 
structure. To show the constituency of a sentence, one must indicate : a) what strings 
(ofthe analyzed sentence) are constituents; b) what kind of constituent each one is, i.e., 
to what category each constituent belongs. The constituency of a sentence is indicated 
on the phrase structure (PS) levei of representation, a syntactic levei of the Grammar. 

2. The ph rase structure levei of the grammar 
We will prcsent the phrase-structure levei, following the general organization 

of any linguistic levei, described in the previous chapter. 
The primitives of the levei are the symbols employed in the rules of the phrase 

structure levei. The totality of thc symbols make up thc vocabulary of the Grammar. 
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Symbols designate rather well-known classes of units of traditional and structural 
grammars. 

· The vocabulary contai ns categories, formatives and features. · ! 
- a) Categories are subdivided into grammatica/ and lexical categories. 

Grammatical categories correspond to phrases or units larger than phrases, 
while lexical categories correspond to parts of speech, or distributiorial classes. 

· The following are examples of grammatical categories: 
- S (sentence)-it is the initial symbol ofthe grammar, which.is a sent.ence grammar). 
- NP (noun phrase)-a phrase whose only obligatory element is a noun: a boy, birds. 
- VP (verb phrase) - a phrase whose main obligatory constituent is a verb: e.g., 

running away, to give it to Mary. 
- AP (adjectival phrase) - a phrase whose only obligatory element is an 

adjective: very smart, fond of music, larger than him. 
- PP (prepositional phrase): on the desk.forme. 
- AvP (adverb phrase)-a phrase whose only obligatory constituent is an adverb: 

fairly we/1, rapidly. 
Lexical categories (parts of speech) are so-called because their members a,re 

listed in the lexicon: Ns (nouns), Vs (verbs), As (adjectives), Avs(adverbs), Ps 
(prepositions) Dets (Determiners). 

Categories are defined only through the way thcy function in the rules (i.e., 
strictly formally). 

b) Formatives are minimal (terminal) elements which have syntactic function. 
Like categories, formatives are lexical and grammatical. 

Lexical formatives mclude lexical items listed in the lexicon as belonging to 
different parts of speech: boyN, nmv , forr , etc. . 

Grammatical formatives - are items individually mentioned in certain rules of 
the Grarnmar; they are "grammatical words": e.g., by introducing the Agent of a pas.gve 
construction (It was broken by Bill), there as a formal subject (1here is rw one here), etc. 

c) Featiqes express properties of lexical categories, they may be phonologic, 
semantic [e.g.,[±Person], distinguishing who I which] or syntactic. With respect to a 
phrase structure grammar, a feature is syntactic if and only if it refers to a distributional 
context. For instance, the syntactic feature [± Det --] differentiates nouns that take 
determiners (the table, a boy) from nouns which do not take determiners (e.g., John). 
The distinction between categories and features should be viewed as relying on the 
opposition between the formative function of the categories which figure in phrase 
structure rules, and the characterization function realized by the features, with respect 
to (already) given items ofthe language. 

3. On constituents and constituency. 
The operation that builds more complex objects of the levei out of the 

elementary ones is concatenation, i.e., given two object x, y, one can build either the 
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object x y, or the object y x. The rules of the leveţ .?,re called phrase structure rules 
(PSRs): as shown by their name, they indicate the structure of phrases, or the 
constituency of phrases; e.g., the rule S ➔NP VP says that any sentence in English (lt 
is raining. John saw Mary, etc) contains one NP and one VP, in that order; therefore, 
strings like • of'the, •was rai ning it, etc. are not sentences in English . 

. In setting up PSRs, the linguist relies on the formal properties of constituents. 
There are tests and well-known empirica! facts which can be used to determine the 
constituency of a sentence. While intuitively, words are independent units, therefore, 
they are constituents, it is less obvious that syntagms are ccinstituents. In the 
presentation ofconstituency tests,reference is chiefly made to phrases. 

3.1. Distributional facts. The prime reason for referring to constituents in the 
description of a language îs that such reference makes it possible to state 
generalizations about sentence patterns. 

W e observe, for instance, that in English the distribution of proper names and 
plural nouns is roughly the same, and that this distribution is shared (roughly) by many 
other sequences ofwords: Det + N, A+ N, Det +A+ N, Det +A+ N + P + Det + N, 
Det + N + S, etc. 

(4) 

(5) 

NP 
John 
Boys 
This boy 
Lazy boys 
The lazy boy 

VP 

can be nice 

The lazy boy in the annchair 
The boy who has arrived 

p 

with 
NP 
John 
boys 
this boy 
lazy boys 
the lazy boy 
the lazy boys in the annchair 
the boy who bas arrived 

Since all these sequences have the same distribution, occurring before a VP 
and after a preposition, they may be assumed to have something in common; they may 
be supposed to instantiate the same category, a category, which, as shown by the survey 
of!he examplcs, bas a Nouo as its only obligatory constituent; this category is the NP. 

Given that examples in (4) are all sentences, we may propose the followi~i 
rule for sentence structure: S ➔NP-VP. 
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3.2. Coordination. The distribution of and I or offers another criterion for 
constituency. And I or link only constituents, moreover, (nonnally) only constituents of 
the same kind (e.g., two NPs, two APs, etc.) 

Generally, ifboth strings X and Y occur in some context 2, -- 2 2 (i.e., wc have 
both of the strings 2,~x --Z2 , 2, --y "22 ), we can determine whether they occur as 
constituents, by testing whether the sequence 'X and Y' also occurs in this context 
(i.e., whether we also have the stnpg '2,-Xând-Y-2/ ). Application of this test may 
show, for example, that the strings men can and women wi/1 do not occur as 
constituents in the context Few American ------p/ay rogby in (6a),since (6b) is 
ungrammatical: 

(6) a.Few American men can play rugby, and few American women will 
play rugby. 
b. •Few American men can and women will play rugby. 

Applying the same test, in (7), we may conclude that X and Y occur as 
constituents in the context The men --when we ca/led them, moreover, they are VP 
constituents. 

(7) a. The men went out of the house when we call ed them. 
b. The men got into their cars when we called them. 
c. The men went out of the house and got into their cars when we 
called them. 

Consider now the data in (8) and (9). 

(8) a. John likes pretty girls. 
b. John admires pretty girls. 
c. John likes and adrnires pretty girls. 

(9) a. John enjoyed the play. 
b. John enjoyed the English perfonnance. 
c. John enjoyed the play and the English performance. 

Therefore, within the VP, both the V (admires, /ikes) and the NP (the play, the 
English performance) occur as constituents. On the basis of data in (8) and (9), the VP 
may be assigned the following structure: VP ➔V,....NP. 

3.3. Thirdly, there are conditions on the location of certain mou1hemes, which 
are impossible to state except by reference to constitucnts. An examplc is thc Genitive 
marker -'s, in English, which has to be located at the end of a Noun Phrase, not at the 
end ofa Noun (hence (10 c, e) are ungrammatical, whik (10 b, <l) arc co1Tcct.). 
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(10) a. Germany's defense 
b. [The Queen ofEngland]'s hat 
c. •the Queen's of England hat 
d. the woman I talked to' s arguments. 
e. •the woman's I talked to arguments. 

3.4. Anaphoric elements. Another relevant class of distributional facts regards 
pronouns and, generally, anaphorical substitutes. The generalization is that languages 
have substitutes only for strings which are constituents. Thus, a language may have a 
pro - NP morpheme [= a pronoun], a pro - S morpheme, a pro - nominal morpheme, 
etc.: 

( 11) a. [ The boy who entered ]NP is tal!. 1::k. = pro - NP 
lk is tall. 

b. Give me this [ ~ and keep that ~- one = pro-nominal 
c. I believe [that Bill is nice]5 , and you believe so too. 

fil2 = pro-sentence 

Thus, in (11), he replaces an NP, one replaces a noun, so replaces a sentence; 
all of the substituted strings are constituents. Consider now ( 12). 

( 12) Take this b/ue coat and keep that one. 

In (12) one stands for blue coat, indicating that blue coat is a constituent, 
moreover, the same kind of constituent as coat, that is, a nominal constituent of the 
form (13); (13) may be viewed as one more phrase structure rute. 

( 13) N ➔(AP)'""N 

Morover, one can predict that no language will have a substitute for the 
sequence N + modal verb. [eg., men can, women will in (6)], since this sequence is nota 
constituent:in the striing: DeCA-[N"Modal Verb] -Verb-NP. 

3.5. Strings which can be moved, deleted etc. are constituents. The operations 
ofthe Grammar always apply to constituents: 

( 14) a. It is tough to understand [ that sort of viciousness] 
b. [That sort of viciousness ]NP is tough to understand. 

3.6. Semantic considerations also support constituency. Constituents tend tobe 
significant sequences, semantic (not only fonnal) units. As an illustration, we will 
examine idioms. It is known that idioms are special in that their meaning is assigned 
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non-compositiona/ly; it does not represent the sum of the meanings of the constituent 
parts. Rather, the meaning of the whole idiom must be leamed as a block. What is 
significant for this discussion is that, formally, idioms, as well as expressions that have 
figurative meaning, are always constituents, and can be identified as phrases of a 
particular type. Figurative meanings, therefore, develop at constituent levei. Here are 
examples. 

(15) NP idioms: a fat chance, etc. 
VP idioms: give up one's Ghost, trip the light fanta:.tic, etc. 
spill the beans, kick the bucket, etc. 
PP idioms: at first blush, at long last, by the bye, by a long 
chalk, by the skin of one's teeth, etc. 
AvP idioms: every so often, once in a blue moon, etc. 
S idioms: The cat is out ofthe bag./ The gig is up, etc. 

3.7. Prosodic features also help to determine constituency. Closely linked to 
the tendency towards semantic unity of constituents is their prosodic unity. Sentences 
must be assignable pattems of prosodic features, in particular, intonation. Morcover, the 
pattem associated with whole sentences must be related to the pattem associated to 
their parts, in a way which is at least partially systematic, as is accepted by alt 
approaches to stress and tintonation. From the hierarchical structure of sentences and 
the prosodic unity of combinations at severa! levels in such structure, it follows that 
elements combined at the 'inner' or 'lower' levels will be more tightly bound to one 
another, than those combined at upper levels. Hence, there will be differences of 
interruptability. Thus, it has been noticed that parenthetical elements, etc., tend to occur 
at major constituent breaks, i.e., at the end ofphrascs. Compare: 

( I 6) He ran, as I remember it, [ down the street. lrP 
•He ran [ down, as I remember it, the street. lrp 

Conclusion. The evidence presented establishes the fact that English sentences 

exhibit phrase structure. lt is customary to indicate the hierarchical organization of a 

phrase by means of brackets, labeling them to indicate the category of the constituent. 
Such a representation is called a label/ed bracketing. 

Two conventions limit the possibilitics for breaking up a string into phrases: 
a) No word (element) may bclong to two different constitucnts at one time. 

Moreover, in breaking up a string into phrascs, cvery symbol is a mcmber of some 
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phrase, even ifthat phrase contains that symbol alone. Thus, John is an NP, not only an 
N in [[[John]N]NP [ran away]VP1s. 

b) Only a sequence of adjacent symbols may constitute a phrase. Thus a b c 
cannot be parsed into a - c, and b. Discontinuo!,ls constituents are disallowed. 

4. Phrase structure rules (PSRs). Let us retum to the description of the 
phrase structure levei of the grammar. So far, it bas been shown that the phrase 
structure levei operates with categories, a lexicon and phrase structure rules. Using 
PSRs, a PS grammar may generate sentences to which it assigns a certain constituent 
strocture (a certain analysis). The following rules have generally been proposed in PS 
grammars of English. 

(18) a. S ➔NP~VP 

NP ➔ (DetY--N 
VP ➔ V~P 4 

VP ➔ V 

VP ➔V-PP 

VP --> v-Np-pp 

N ➔AP-N 
PP ➔ p-NP 

b. N ➔ John 

V ➔run, read, rely, give 

P ➔ about 

A ➔blue 

Det➔thc, a 

Remark that the rule VP➔V-(NP)-(PP) generalizes over all the proposed VP 
expansions, which represent particular instances of it. Here are some more important 
properties of PSRs. 

I) PSRs specify the obligatory and optional constituents of phrases; they 
exhibit thc constituent structure of phrases. 

2) They are "rewriting rules"; they replace the category thcy analyze by its 
constituents, which are concatenatcd (this is shown by the arc " ~ " notation) and 
ordercd. Thus, rule ( 18a) is an instruction to "rewrite" or replace the categorial symbol 
S, by the sequence of categories NP VP. 

3) PSRs are context~(ree rules, that is, for some PSR, A➔Z, the rewriting of A 
as Z docs not depend on the context of occurrence of A. 

4) PSRs are unordered. Categories may be rewrittcn at any moment when they 
occur in the analysis of a sentence. However, not more than one category is analyzed at 
one time. 
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5) PSRs provide decision procedures for strings; i.e., they select, out of the 
totality of strings built from elements of the lexicon, those strings which are 
constituents of a certain kind, e.g., *the tall, •men wi/1 are not constituents, while "the 
boy" is an NP, and "tal/ boy" is an N. 

6) The PS levei is thus based on a relation of "representation". The category 
NP, may be represented by Det~N, and ultimately by the,..boy, aman, these,....girls. 
Notating this representation relation with R, the examples above are R (NP, Det~,,ll 
(NP, the-boy), R(NP, a,...man), R(NP, these-girls). Conversely, it appears that each ·of 
these strings is classified as an NP. Therefore, the relation of representation is essential 
in categorial analysis. This can be expressed asin (19): 

(19) R(NP,the girl)iffthe girlisanNP 

7) The arrow ➔Îs reminiscent of the material impii cation sign ( ➔ ); in formal 
logic, 'p ➔ q' means 'if p, then q'. In fact, even in PSRs, the sign may be read as a 
material implication sign. Arule like 'S ➔NP-vP' means that if S is any sentence, 
then it will be constituted of an NP and a VP. A PS Gramrnar may be viewed as a 
logica! calculus. 

5. Derivations. 
A derivation is a sequence of strings of symbols, each of which is formed from 

the preceding by applying some rule of the gramrnar. Derivations start with the initial 
symbols. The ordering of rules plays no role; therefore, there will be different 
equivalent derivations of the same sentence. 

(20) 

s s . ---------------------------------------------------- ----------------------------------------------------
1 NP 

2N 

3N 

4N 

5 John 

VP 

VP 

V 

V 

V 

NP 

Det 

Det 

N 

N 

l' NP 

2'NP 

3'NP 

4'N 

5'N 

VP 

V 

V 

V 

V 

NP 

Det 

Det 

Oct 

N 

N 

monkey 

6 John __ was kissing _______ Det _____ N _______ 6' N ________________ v ________ the ______ monkey] 

7 John was kissing the N 7' N was kissing the monkey 
------------------------------___ ,.. --------.. --------- -----------.. ------------------------------------------
8 John was kissing the monke 8' John was kissing the monkey 

- - -- - -- - - - - --- - ---- - ---- - -- --- .. - --- --- - ----- - - - - -- - - --- - - - - - -- - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - -- - - .J 
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Each of the strings in the derivation represents the sentence under analysis in a 
way which is relevant for the formal properties and the meaning of the sentence. 
Inspection of the derivation rnay show whether a given string is a constituent and what 
type of constituent it is. To know whether a given occurrence of a string X is a 
constituent of type Y in some (larger) string Z, it is necessary to check among the 
representing string of Z; suppose, one finds among these both Z = W ,.... X --w and 
Z' = W .... Y,,...W (where Z' represents Z). In this case we say that, with reference to 

analysis Z', X is a constituent of type Y in Z. Consider as exarnples the representing 
strings (2') and (6') ofthe s~ntence John was kissing the monkey in (20). 

(21) Zl=2') NP~ v-NP 
Z'(=6') N'r v- the-rnonkey. 

With respect to analysis (2') of (6'), the string the monkey occurs as 
constituent, rnoreover, as an NP constituent. On the other hand, the string 'was 
kissing the' is not a constituent with respect to any analysis in (20). The fundamental 
notion is thus the "is a" relation, the relation which checks for constituency and assigns 
constituents to categories. But this relation must be relativized to particular occurrences 
of strings in sentences. Thus, reading books is an NP constituent in Reading books is a 
pleasure, but not în He was reading books on agriculture. 

6. Phrase markers. 
'. The L-rnarker of the phrase structure levei is, expectedly, called a phrase 

marker (PM) or derivational tree;-Tit is assumed to contain every syntactically relevant 
• I 

mformation on some given utterarlce. Ali the equivalent derivations (like 1-8, 1 '-8 ') of 
some sentence S may be "collapsed" (i.e., represented) as the sarne phrase-marker. 

(22) 
s 

NP .-- ----~ VP 

N v-- -NP 
I 

John . ·' ---- -was kissmg Det 
tfte 

N 
I 

monkey 

Various important notions may be stated in terms oftree geometry: 
1) The point from which lines branch is called a node. A node may branch into 

any number of lines including one. At present. the tendency is to allow only binary 
branching, if feasible. The branching node is the mother node; nodes branching from 
the sarne mother node are sister nodes (e.g., the nodes Det, Nare sister nodes under the 
mother node NP). 
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2) The node S dominates everything else in the tree, but it immediately 
dominates only the "daughter"nodes NP VP; generally A immediately dominates B, if A 
is higher than B in the tree, and there is no intervening node C between A and B. 

3) A subtree dominated by a single word is a constituent. The labei of a node 
shows the syntactic category of the consituent. 

7. The representation of syntactic functions in phrase markers. 
· Phrase markers provide categorial and functional information. Categorial 

information is the basic kind of informations supplied by PMs. PMs provide an analysis 
of sentences into constituents. The essential information is that of beîng a consîtuent of 
a certaîn type ( e.g., in PM (21 ), the strings John, the monkey are both NP-consituents). 
The essential relation between constituents and the categories that identify them îs 
dominance (a hierarchical relation). The PM also gives a formal representation to the 
linear left-to-right, relationships between the elements, called precedence relations. 

Functional information îs also represented in the PM. In marking the 
distinction betweenfunctional notîons, lîke Subject (Su), Direct Object (=DO), Indirect 
Object (IO), and categorial notions like NP, AP, etc., one should insist on the inherently 
re/ational character of fiinctional notions. A string like the tall boy will be 
characterized as an NP in any context, and also outsîde any context, in virtue of its 
structure and properties but depending on its use, it may be the Subject-of a sentence 
(23 a), the Direct-Object ofa Verb, (23b) etc: 

(23) a. That tall boy is my brother. 
b. I admire that clever boy. 

In other words, functions depend for identification on the context of some 
sentence. Given the PSRs and Pms presented above, the subject may be defined as any 
NP dominated by S; any VP dominated by S functions as a Predicate of the sentence, 
any NP directly dominated by VP is a Direct Object, etc. Such definitions show the 
relational character of syntactic functions, differing from the inherent character of 
categorial notions. 

(24) Subject-of [NP, S] 
Direct-Object-of [NP, VP] 
Predicate of [VP, S] 

7.1. Phrase Structure Grammar. - What we called the PS levei is, in fact, a PS 
grammar - a finite set of rules which operate on categories and the lexicon and generate 
a language,that is, an infinite set of sentcnces. 

Since PSRs are context-free, PS Grammars are context-free grammars and 
generate context-free languages. 
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PS Gramrnars may contain recursive rule. A non-terminal symbol (S, NP, etc.) 
îs recursive if it may dominate a subtree that contains it (sec configurations (25 a - c) 
and examples (26)). 

(25) a. b. 
s s_ 

NP- --VP 
NP-- --s 

NP- -VP 

C. 
s 

s----s 
C ----s onJ 

v--s 

(26) a. [ John, [ who knows English]5]NP, translated for us. 
b. [ John lv believes [that Chomsky is smart]5Jvr11s . 
c. ( Prince Charming entered]5,[ and [all the girls fainted]5]. 

Since S îs itself a recursive symbol, a PSG will generate sentences of glal 
complexity. 

8. Imniediate constituent grammars -
Like almost all important operational concepts, the concept of co.wâMc!.tt is 

due to structuralist theory. We owe it to Bloomfield (1933: 161): "The fonn 'Poor Jolu, 
is nmning away • contains seven morphemes: poor, John, is, run, -ing, a- way. However, 
the structure of complex forms is by no means as simple as tbat; wc coald not 

· understand the forms of a language if we merely reduced all the complex fonns to their 
ultimate constituents. Any English speaking persan who concems himself with that 
matter is sure to teii us that the immediate constituents of Poor John is running away 
are the two forms poor John and is nmning away, that each of these is, in turn. a 
complex form; that the immediate constituents of is running away are is running, a 
complex form, whose constituents are is and running, which, in turn, is a complex form 
containing run and ing, and away; and that the constituents of poor John are the 
morphemes poor and J;hn. Only in this way will a proper analysis (that is, one which 
takes account of the meanings) lead to the ultimately constituent morphemes". (Other 
cicar expositions of the IC method are found in Rulon Wells (1947)" Immed.iate 
Constituents) and Hockett (1954) "Two Models of Grammatical Description) and 
(1958)" A Course in Modem linguistics"; an application to the domain of English is 
Nida (1952), "English Syntax"). 

Bloomfield establishes bere the procedure of analysis into I(mmediate) 
C(onstituents). IC is a technique of breaking up complex forms ioto successive 
components. The analysis takes us from sentence to morpheme, viewed as "the minimal 
sequence that has both a constant form and a constant meaning". The analysis proceeds 
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in binary steps, identifying immediate constituents, down to the level of the ultimate 
constituents, which are morphemes. 

The assumptions of the analysis are as follows: 
1) A linguistic form is either simple or complex. 
2) A simple form is a morpheme. 
3) A composite form consists of two or more lmmediate Constituents standing 

in a construction. Each IC occupies a certain position in the construction and each is the 
partner of the other. A construction is completely specified when we have defined the 
categories (form classes) that can occupy the two positions in the construction. IC -
Grammar is an analytical grammar, which aims at establishing the following fact about 
an analysed language: 

l) a list of the constructions of the language 
2) for each construction, one specifies the positions of the construction, as well 

as what forms (morphemes or complex forms) may occupy these positions; 
3) a list of the simple forms [morphemes] classified as to their occurrence in 

distributional classes (some of thesc are the traditional part of speech). 
The constructions were classified as exocentric and endocentric. A 

constmction is endocentric when the distribution of the construction is the same as the 
distribution of one member - the head of the construction. Endocentric constructions 
may be based on a relation of coordination or of subordination. Subordinative 
endocentric constructions have the same distribution as their head. Hcre are examples: 

(27) a. modi.fier + head constructions 
a+ tree 
John's + desk 
stone + wall 
ice + cold 

b. head + modi.fier 
bouk + on the table above 
run + slowly 
remark + above 

Coordinative endocentric constructions have the distribution of either member 
of the coordination: 

(28) John and Mary 
hot and cold 
come and go 

Exocentric constructions are those which are not endocentric (i.e., their 
distribution does not equal the distribution of either member). Here are examples: 

(29) a. Prep+ Noun Phrase 
in + the box 
down + the road 
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b. Conjunction + clause 
if + he does not come tonight 
while + we were there 

(30) V copulative + Predicative 
is + a big man 
became + excited 
lay + motionless 

(31) topic + comment 
Domingo + is a giant. 
Beans, + I don't like. 

IC analysis works both within the word and beyond the word; there is no 
principled difference between morphology (word structure) and syntax (sentence 
structure). Thus the words in (32) can be analyzed as endocentric constructions: 

(32) a. 

b. 
C. 

[black + bird] 
[riding + master] 
[un+ happy] 
[ un + [lady + like ]] 

There is a fluid passage between morphematic and syntagmatic analysis, since 
the same constructions obtain inside the words and between words: 

(33) [a.+ [ [[real+ly] + [im+polite] ]+ person]] 

9. The insufficiency of phrase structure grammars. 
It was, however, noticed that one cannot show the proper constituency of 

certain constructions if the analysis is limited to the data explicitly present in the signal, 
to the utterances as such. There are severa! types of constructions which are not 
properly analysed into constituents in a PS Grammare; here are a few examples. 

9. I. Djscontjnuous constituents. The elements of a constituent arc supposed to 
be adjacent (see above), but this is not always the case. Elements which can be shown 
to belong together by formal tests may appear at a distance, giving rise to a 
discontinuous constituent. 

(34) a. ? Ylha1 do you always taG your shoes off for in my class ? 
b. ~ do you always taG your shoes off in my class ? 
c. :wm:: do you always ~ your shoes in my class ? 

In (34 a). what ... for make up a discontinuous constituent which can be 
substituted by why (34 b ), and take ... off make up a discontinuous constituent which 
can be rcplaced by remove (34 c). 

The point is that the Grammar should contain a levei of representation wherc 
the the discontinuous components, may be represented as one ("continuous") 
constituent. 

A famous example of discontinuous constituent is offered by the Auxiliary 
[Aux] in English: The Aux is that constituent which includcs the clements of tense, 
modality and aspect of a sentence (be they affixcs or auxiliary verbs). The English Aux 
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TRANSFORMATIONS. 

The Structure of the Transformational Levei 

1. The concept of transformation 
Loosely speaking, transformations express relations between certain classes of 

sentences in a language. For example, sentence pairs oftype (1) are related by means of 
the Passive Transfonnation, sentence pairs of type (2) are related by Subject - Aux 
Inversion, a.s.o. 

( l) a. Possibly, the horse has thrown Dick off. 
b. Possibly, Dick has been thrown offby the horse. 

(2) a. Pete is swimming. 
b. Is Pete swimrning ? 

Strictly speaking, however, transformations express relations between structures 
neither of which need to be actual sentences, they are relations holding between phrase 
markers, therefore, relations between intermediate descriptions of sentences. Actually, 
transfonnations are structural operations performed on PMs. 

A transformation is characterized by a description ofthe trec to which it applies -

this is the structural desctiption of the transformation (=SD), and by a description of the 
change, or operation which it effects, yielding a derived trec - this is the structural 

change (=SC) of the transfonnation. Therefore, formally, a transfonnation is an ordered 
pair {SD, SC}. The SD defines the domain of the rule, that is, the class of strings (PMs) 

to which the rute can apply, indicating a particular constituent configuration. The SC 
shows how the input string (PM) is modified. 

As a first example, consider the following Aspects-stylc formulation of the 
Passive, the rule which rclates sentences (la) - (lb). 

(3) Passive 

SD 
SC 

X NP Aux 
2 3 
5 3+bc 

V 
4 

4+en 

NP 
5 

0 

y 

6 
6 by+2 

⇒ 

ln ( 4a). we have analyscd a PM reprcsenting sentencc (I a), so as to show that ii 
satisfics thc SD of Passive. More tcchnically. wc say that PM ( 4) ca1J be properly 

https://biblioteca-digitala.ro / https://unibuc.ro



55 

analyzed with respect to Passive. Consequently, passivization can apply, deriving 
sentence (I b). 

(4) a. S 

~ AvP : -S 
Ăv NP~ 

/\I ~I: 
Det N\ Au~ MV 

l TI/\. Y ~AvPrt 
: \ I : I: I : 

Possibly the hors~ s have ~n throw \ Dick off \ 

b. 

S 2 3 4 5 6 

----· ~ AvP : s: : -----"'!-...._ 
r NP : vp 
l ,: :~ ~~---

Av N Aux: : ~ =-pp 

\ I 1~ ~ ·1 Arr~0 
Possibly Dick \ s hav~ en be :throw en [ ] off by the horse . . . . 

5 + be \V+en 0 6 by 2 

2. The transformational leve). 
If we were to present transforrnations as constituting a second leve] of 

syntactic description, we would say that the primitives of this T-level are PMs. The 
elementary operations of the T-level, i.e., the types of changes transformations may 
produce, are more diverse than in the case of the PS leve!, where the only admissible 
operation was concatenation. A general property of transformations, which derived 
from the global organization of classical TG ( cf. Katz - Postai ( 1964 ), Chomsky (1965 ), 
was that transformations are meaning preserving, so that the underlying and the surface 
structure of a sentence are semantically (i.e., truth - functionally) equivalent. The fact 
that transforrnations should not alter meaning severely constrains the application of the 
admissible elementary operations of the T-level. The T-levcl includes the following 
elementary operations described in 2.1. below. 
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2.1. Deletions. These are operations which erase a consitutent specified in the 
SD of a transformation: For instance, the verb in the second coordinate sentence of (5a) 
can be erased, producing sentence (5b). 

(5)a.[5[Dick]NP [VP[v drank]NP [tea]]]5 and [5[NP Martha] [yp[v drank] [NP coffee]) 
b. Dick drank tea and Martha - coffee. ' 

Since transfonnations are meaning preserving, deletio•ns must obey ihe 
important condition of recoverability; ţ_his ~~s that constituents which are deleted 
must be recoverable, that is, must be 1et'We\faole from the surface structure of the 
sentence. If this were nut the case, the deletion of a constituent would entail a loss of 
infonnation, and thus a change of meaning, in violation of the principie that 
transfonnations preserve meaning. In the quoted example, the deleted verb is identica) 
with the verb in the first coordinate sentence; therefore, the deleted tenn is recoverable. 

As a consequence of recoverability, the gramrnar imposes on deletions the 
constraints stated in (6) and (9). 

(6) Tenns are deletable under identity. 

This means that one can delete a tenn which is 'the same' as another tenn, in 
some sense. 'Sameness' or 'identity' may be viewed as sameness of meaning, or, it may 
be understood as sameness or identity of reference. Consider the examples below: 

(7) a. I like [NP [ee, this] [N painting]], but not [NP llk that) [N painting]). 
b. I like [NP [ee, this] [N painting]], but not [NP [ee, that] - ]. 

(8) a. It would please ~ [for him to run for president]. 
b. It would please George: [ - to run for president]. 

In the first pair of examples, the noun painting was deleted under sameness of 
meaning with the first occurrencc of the same noun; note that the underlined NPs have 
different referents. In the second pair of examples, the subject of the infinitive clause 
was deleted under coreference with the Direct Object of the main clause. The second 
constraint on admissible deletions is (9). 

(9) Tenns are deletable because they are indefinite, and do not carry 
semantically specified infonnation. 

This principie, which is probably seif-evident, is illustrated by pairs of examples 
oftype (10), (11). 

( l O) a. George was reading something 
b. George was reading. 

(l l) a.The window was broken by someone. 
b.The window was broken. 

1.2. lnsertions represent a second kind of elementary operations perfonned on 
trees. An element is inserted in a trec structure in a position which has been, or has 
bccome, empty. Handy examples from the grammar of English include the insertion of 
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the formal subject there (cf.(12a,b)), or the insertion of the formal subject it in a 
position vacated by a subject clause which has been extraposed (i.e. moved to the 
(right) end ofthe sentence, asin (13a, b)). 

( 12) a. A book was lying on the .floor. 
b. There was a book lying on the floor. 

(13) a.[That she should be wasting his money on trifles] worries him sick. 
b. lt worries him sick [that she should be wasting his money on trifles]. 

Because transformations are not supposed to change meaning, they are not 
allowed to insert meaning-bearing elements, but only grammatica/ formatives, which 
form a class of designated items in each grammar. To verify the claim that the 
introductory anticipatory it in (13b), which was transformationally inserted, is indeed a 
formal word, devoid of meaning, notice the following contrast, between the legitimate 
question (14b) and the illegitimate question (15b). 

(14) a. It still worries bim sick. 
a•. That she should be wasting his money still worries him sick. 
b. What worries him sick ? 

(15) a. It worries him sick that she should be wasting his money. 
b. *What worries him sick that she should be wasting his money? 

The referential it in (14a) or the subject clause in (l4a') can be questioned, 
because they are contentful; in contrast, the introductory anticipatory it cannot be 
questioned, (question (15b) is ill-formed), because, this pronoun has no lexical content. 

2.3. Movement operations, which reorder constituents, form the most 
important class of elementary operations. Depending on the landing site of the moved 
constituent, we distinguish between substitutions and adjunctions. 

In the case of substitution, the mover ends up in an empty, base-generated, 
position. As an example, consider the passival construction in English, a construction 
which is known to involve transitive verbs. The object of the transitive verb becomes 
subject, just as in the case of passive constructions, but the verb retains active form. 
Here are examples: 

(16 a. Coffee grinds well. 
b. This material doesn 't wash. 
c. These books sell like hot cakes. 

The examples in (17) - (18)"show the difference between an intransitive use of 
a transitive verb, resulting from object deletion, and the intransitivity of a passival 
construction. In the first case, the verb has two arguments in the underlying structure. In 
thc second case, only onc argument, the Direct Objcct, is prescnt in thc DS. 
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( 17) a. John drove bis car to London. 
b. John drove - to London. 
c. Wbat did John drive to London? 

( 18) a. This car drives well. 
b. *What does this car drive ? 

Accepting that the DS of (18a) is (19a), Passival fonnation can be described as an 
instance of substitutions: the object moves into the the base-generated subject position 
(possibly leaving a trace behind, see more on this in the next section). 

(19) 

NP 
I 

l l 

(20) 

Aux 
t 

I 
s 

s 
VP 
MV 

v----NP 
J Det..------~--'t;J 

drive the car 

s. 
NP-- ------__._. VP 

AvP 
Â.v 
Well 

Det ,- -- N Aux ___,;-;-MV";;";,------AvP 
I ~ "')" ~ I 

the car T V NP A v 
I 
s 

I I 

drive [t] 
I 

well 

ln the case of adjunctions, the constituent that leaves its location is placed, that 
is, adjoined, to the right or to the left of another designated consituent. Depending on 
the position of the mover in derived structure one distinguishes between sister 
adjunction and Chomsky adjunction. ln the case of sister adjunction, after movement, 
the moved consitiuent has become a left or right sister node of the constituent to which 
it has adjoined, both nodes are "on the same levei". A classical example is Dative 
Movement, the rule which was supposed to operate on ditransitive prepositional 
constructions of type "verb + Direct Object + Indirect Object", converting them into 
prepositionless constructions of type "verb + Indirect Object + Direct Object" ( cf.(20a­
b, 21a-b)). The rule was usually stated as in (22), where term 5 has lcft-sister-adjoined 
to term (3). Trees (23a, b) were properly analysed, with respect to the SD and SC of 
Dative Movement. 

(20) a. They offercd flowcrs to the ladics at the party. 
b. They offered the lady flowers at the party. 

(21) a. They bought theater-tickets for the guests. 
b. They bought the guests theater tickets. 
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(22) Dative Ms;iv~ment _ . f-L.,_ 1,1 ¾ 
'·~ •)f1<1i J!-WfZ 

V NPI to /for NP2 

SD 1 2 3 4 5 
SC: 2 5+3 0 0 

(23) a. 
s 

~11~ 
They ed offer 

NP pp 

I p -.__NP 

I Det--N 
flowers to tlie l~dies 

l 2 3 4 5 

b. 
s rl VP 
Aux-- -=-:.::..: MV 

T V NP _;.;;.>- -NP 

J l I I 
They ed offer the ladies flowers 
l 2 5 + 3 

X 
6 

6 

pp 
P----NP 

I ,e•--, 
at the party 

6 

J;>P..__ 
p Nf 
I ~e•'--~ 
at the party 

6 

Thus, in structure (23b), the Indirect Object (the ladies]NP is sister-adjoined to the 
Direct Object (/lowers]'-'P' the preposition of the Indirect Object (terrn 4 of the SD) bas 
been deleted. 

C:h~msky-Adjunction (or simply "adjunction" in what follows) is a second type 
of adjunction: if a node B is (Chomsky) - adjoined to A, then a copy of node A is built 
over A, which then immediately dominates both A and B, as schematically shown in 
(24). The intuition to express is that, after adjunction, A + B together forrn a constituent 
of the same kind as A. 

(24) 
C 

X_Â..__Y 
.---:-13~ 

=> 
C 

x--A 
B---A 

~ 

y 

An example is offcrcd by Lefi Dislocation, a stylistic ruk which chops an NP 
constituent away and topicalizcs ii, lcaving hchind a pronominal copy of it (sec 
scntcnces (25), reprcsentcd in (26)). 

(25) a.We simply Iove Shakespeare c, cr bcttcr. 
b.Shakespcarc, we simply Iove him cvcr hcttcr. 
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(26) a. 
s 

Np --- -------_vp 
A Aux MV~ ~vP 

U T Y----- ~ /~ 
We s Iove Shakespeare ever better. 

b. 
s 

NP-- -------s 

l ~ ;p-:::~AvP 

~ jj T V----- NP r---._ 
· I I 6 ---

Shakespeare W e s Iove him ever better 

The dislocated Direct Object is lefi - adjoined to the node S in (21 b ); a copy 
of the node S dominates the sequence dislocated NP + sentence, which is itself 

a sentence. 
2.2. While the elementary operations of the T-level were the structural 

operations just described, J~?nSfonJl~io!ls _thems~l~~s constituted. thc ru/es of the T­
.1!::vel. Transfonnations operated on the phrasc markers produced by thc basc 
component, yielding a series of derived phrasc markers, the Jast of which was the 
surface structure. 

Two general properties of transfonnations-have been mentioned so far. Onc îs 
that transfonnations were supposed to be !11c~ni!1g-prcs.erying. The other is that 
transformations always operate on constituents (specific nodes), nat arbitrary strings. Jn 
fact', - tfânsfonnations are the mast reliabale tests in cstablishing constitucncy. 
Transfonnations differ from elcmentary opcrations in that they gcncrally involvc more 
than one elementary operation. For examplc, Dative Movement included thc dcletion of 
thc prcposition to I for and the sistcr adjunction of the indirect Objcct to the Direct 
Objcct. ln the early stagcs of GG, transfonnations were thought of as construction -
specific rules, gcnerating somc traditionally cstablished class of scntences, as thc namcs 
givcn to thcsc transfonnations showed; thc "Passive", gcneratcd thc class of passivc 
scntencc, "Dative Movcment" gencratcd scntcnccs with ditransitivc vcrbs, uscd in thc 
-;tructurc V - IO --oo, etc. Transfonnations werc thus complcxcs of clcmcntal)' 
opcrations involved in the dcrivation of a particular constrnction. 

A full specification of thc rule indicatcd, in additinn to thc pair { SD, SC}, 
whcther thc transfonnation was obligatory (as was thc inscrtion of DO in a negative 
scntcnccs likc (27a) below) or optional (as was the contraction of noi in (27c) bclow). 

(27) a. foim did not go thcrc. 
b. * John noi go therc. 
c. John didn't go thcre. 
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In addition, various conditions could be added to characterize the terms of a 
SD, so as to better delineate the domain of application of the rute. As an example of a 
highly constrained rule, let us consider There Insertion (excluding however the so­
called presentational There - constructions e.g., There is a/ways the usua/ drunken 
sai/or on the corner.). A typical paradigm illustrating the properties of there sentences 
is given in (28) - (33) below: 

(28) a. A boy was in the classroom. 
i~isi-b, There was a boy in the classroom. 

c. The boy was in the classroom. 
d. *There was the boy in the classroom. 

(29) a. A boy sold flowers outside. 
b. *There sold a boy flowers outside. 
c. A boy was selling flowers outside. 
d. There was a boy selling flowers outside. a..., 

(30) a. The boy threw a ball outside the window. 
b. *There threw a boy a ball outside the window. 
c. A ball was thrown outside by the boy. 

~d. There was a ball thrown outside thc window by the boy. 

(31) a. Severa! boys came ioto the room. 
b. There came severa! boys into the room. 

(32) a. There hadn 't been any gir! selling flowers there. 
b. Had there been any gir! selling flowers thcre ? 

(33) There was no book lying on the desk, was there? 

~-insertion actually combines two elementary operations: it sistcr 
adjoins the "real" subject to the right of the appropriatc verb (e.g., be. come) and 
it inserts the formative there in the empty subjcct position. lt could tentatively be 
stated asin (34). 

(34) There-Insertion (tentative) 
X NP X V X 

SD 2 3 4 5 
SC therc 3 4+2 5 

(35) a. 
s NP ______ YP 

Det --- N Aux --- MV 
A boy T V--- PP 

J bc P --- NP 
; n t hZ---~ ii ,n 
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s 

NP---VP 
There Aux -- MV 
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~ '! ---Nr --fl. 
be a4'oy in the room 

Rule (34) correctly indicates that the formative there is in subject position and, 

therefore, acquires subject properties; for instance, there is inverted with the auxiliary 
'in questions (cf. (32b)), there is copied in tag questions (cf. (33)), etc. But in the form 
given in (34), the rule overgenerates, it could yield any of the ungrammatical sentences 
in (28)-(33). This is why the statement of the rule in (34) has to be supplemented with 
conditions on both the subject and the verb in the structural description of There­
insertion. Tbe ill-formedness of (28d), in contrast with the well- formedness of (28b), 
indicates that1 the real subject should be indefinite, a condition which all the correct 

sentences in (28)-(33) meet. Examples (28)-(30) show that be sentences fall into the 
domain of There - insertion, when be is a main existential verb (sentence(28b)), when 
be is the auxiliary of the prograssive (sentence(29d)) or when be is the auxiliary of thc 
passive (sentence (30d)); sentences where be is a copula fall outside the domain of 

There - insertion (Many boys are music /overs. *There are many boys music /overs.). In 

addition to the verb be, there arc a few more intransitive verbs that allow there 
insertion: come (sentence (31 b )), go, enter, appear, a.o. There inscrtion is obviously an 

optional rule, relevant at the levei of the information structure of the sentence;'i" its 

functional role is to place an indefintie subject in focus position, supplying an empty 

theme (i.e., there) in its place. Incorporationg all these particular facts, we could 

reformulate There - insertion as below: 

(36) 

SD 
SC 

There - Insertjon (optional) 
X NP X V 

2 3 4 
there 3 4+2 

Conditions: 2 = [ - Definite ] 

X 
5 
5 

4 ➔ be, come, go, appea,:, a.o. 

The last example we have given reveals in a telling manner certain difficultics 
involved in the concept of transformation. lt was not exactly clear how many tenns 
could be mentioned in the SD of a transformation, how many operations a single 
transfonnation could perform, how many, and what kind of conditions onc was allowed 
to add to the statement of a rule. This state of affairs was undesirable. 

Mehodologically, viewed as descriptive deviccs, transformations wcrc too 
powerful. Almost any particular fact could be squcczcd into a transformation. The 
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linguist was· given too many options in the construction of the grammar. From a more 
general theoretical perspective, ru.les of such complexity should be difficult for the 
leamer. Yet, experimental evidence dealing with sentence processing-time only partly 
corroborated the hypothesis that derived strings need more time to be processed than 
basic (underived) strings. Transformed strings were not always as difficult to process as 
predicted. lt soon became obvious that one had to uncover the principles and 
regularities characterizing classes of transformations, factoring aut the more general 
principles from the particular descriptive facts of a rule. The general principles could 
then be viewed as a part of UG, which is not leamed, therefore; the burden of the 
leamer is then asswned to be easy; general conditions imposed on rules permit a sharp 
reduction in the expressive potential of the rules; there are fewer options given to the 
linguist in writing the grammar of a language L; the class of grammars available to the 
leamer in view of given data is likewise restricted. 

Early research on transformations led to the setting up of severa! classes of 
transformations in terms of their formal properties, as well as to the postulation of 
certain general principles, goveming the application oftra11sformations. We bere briefly 
review only those aspects in the theory of transformations which are still relevant for 
the current developments of linguistic theo~ 

3. The cyclic principie. 
This is a very g!;neral cao.dition on.Jhe_.application of rules. The empirica! 

problem that it addresses is that, as a consequence of the fact that S, NP, etc. are 
_recursive symbols, it is possible that t_l\e SD of a transfo[!!!afum, is met several times in 
the same PM; for example, the SO of Passive is met twÎce 1.n PM(37), since both know 
and stea! are transitive verbs; The question is whether Passive simultaneously operates 
on S, and S2, or whether it operates fust on S, and then on Sr (The resuit would be in either case 
something lilce: It is known by the po/ice that the jewels were stolen by Smith.) 

(37) 
s2 

NP -- ----- VP 
The police ~NP 

I ' know S, 
NP- .__VP 

S~ith V -----NP 
I I J . sto e tue Jewels. 

To answer this question, 1t 1s logically possible to formulate at least the 
following types ofconventions on the application oftransformations (cf. Soames,1979: 
129 - 179): a) There is only one domain of application. Rules can apply to any part of 

the tree that satisfies the SD; they may apply in some derivations from bottom to top 
and in others from top to bottom. This is the "anywhere theory", also known as the 
principie of "linear grammar" (Grinder (1971 )). b) Therc are severa! domains of 
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application. The domain of application is a cyclic node and the only ( or main) cyclic 
-~ are S and NP. Rules apply from bottom to top. Fim all the rules are tested for application on 

the lowe& cycle, then, on the next cycle, as.o. This is the 'Cyclic Principie'. 
:,,o--

The choice of one of these alternatives is not an a priori, but an empirical, 
matter. The strongest kind of argument brought in favour of the cyclic principie is that 
there are grammatical sentences which are derivable in a cyclic grammar, buţ not in a 
linear grammar. We will mention one example ofthis sort, which involves the two rules 
ofRaising and Reflexivization. Oversimplifying matters, we might say that -~aising is a 
role which operates on the subject of an embedded (infinitive) clause and moves it into 
the main clause, where it becomes subject of the main clause (when the main clause 
verb is intransitive e.g., appear, happen) or object of the main verb (when the main 
clause verb is transitive, e.g., believe, expect, consider). Here are examples, which 
illustrate the movement ofthe embedded subject into the main clause. 

(38) a. 

b. 

(39) a. 

b. 

lt appears [that the iwest was severely iii Iast night.) 
The IDJest appears [ - to have been severely ill last night] 
lt happens that :we have met before. 
YiJ;_ happen [ - to have met before] 

Authorities believe [that the IRA planted this bomb.] 
Authorities believe the IRA [ - to have planted this bomb) 
I expect that the ~ests will be late tonight. 
I expect the iwests [ - to be late tonight]. 

Let us remark in passing, that, for transitive sentences like (39b) an alternative 
analysis, which does not involve movement is currently available; for the time being let 
us accept that Raising operates in both (38) and (39). Reflexivization is a rute which 
tums into a reflexive pronoun the second of two coreferential NPs, provided that they 
are in the same simple sentence. Here are a few examples: 

(40) a.He dressed himself up for the party. 
b.I talked to Laura about herself. 
c.He doesn't belong to himself anymore. 

( 41) a.I saw ~ in the mirror. 
b. *I saw me in the mirror. 
c.I saw that I was pale. 
d. *I saw that myself was pale. 

Notice sentences ( 41 b) and ( 41 c, d), in particular. Sentence ( 4 I b) shows that 
Reflexivizaiton is an obligatory rute. Ifthere a~two coreferent NPs in the same simple 
sentence, the second NP must be a reflexive pronoun. Sentences ( 41 c, d) show that 
Reflexivization operates only on clause mates, it--eatinotaffect a coreferent NP which îs 
in another sentence than the first; this explains the ungrammaticality of ( 41 d). As 
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announced, we intend to quote an argument for cyclicity, stating that certain sentenc:~~ 
are derivable onlyjf_ţhe:_Cyclic Principie is assumed.~The dcrivation of such sentences 
rcquircs that soiiie rule of thc grammar R applies both bcfore and after some other rule 
R , in the following sequence: 

Rulc, ... Rulc, ·-· Rule, 
No intermediate string in thc dcrivation is properly analysable with respect to 

R , except thc string creatcd by thc first application of R . Thc application of R; 
produces a structural change that prcvcnts it from applying to its own output. 

-Subscqucnt to the first application of R,, no intermediate string mcets the SD of R;, 
except thc output string of Ri. Thc application of R; fccds R,-, so that the two 
applications of R; are possible only in casc R j applics bctween them. Consider now 
sentences like (42): 

(42) a.Harry, expectcd himsel( to shave himscl( that moming. 
b. Sam, expectcd himscl( to be ablc to defend himsel(. 

There is unequivocal morµhological proof that Rcflcxivizaiton has applicd 
twicc; in cach case, thc two applications of Rcflcxivization arc scparated by one 
application of Raising, which fecds Reflexivization. Consider thc derivat ion of ( 42a) 
under the cyclic principie, assuming that cach scntencc is a cyclic domain. 
Rcflcxivization applies on the first cyclc to the corderential NP1 and NP, (cf. 44). 
Raising, which is triggcrcd by an appropriatc transitivc verb like expecl. can only apply 
on thc sccond cycle. At thc samc timc, on thc secund cyclc, thc application of Raising 
crcatcs thc structural configuration for thc sccond application of Rcflcxivization. 
bccausc only aftcr Raising has applicd (intermediate PM (44)), the two corcfcrcntial NPs 
(NP, and NP,) arc in the samc simple scntencc (S,) and the sccond of thcm (NP) must 
bccomc a reflexive pronoun. 

(43) 

(44) 

s_ 
NP ---- ·- VP 

I -----Ha IT)', v- NP 
I 

NP--
' I 

Harry, 

cxpcctcd S, 
NP,-VP 
,· -­Harry V NP 

I ' I l 

shavc Harry, 
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s 
NP _.- v_p 
Hany

1 v------=::::::::::::7N-r,11r• ---__,. NP 
' I , .. 2 I 

expectcd 11any, Ş 
VP 

V--NP 
I I J 

to shave h1msclf; 

s_J 
NP_.- -v ,, ~~---:-:=-------Hany; y 1j_P, ţ,JP 

expected himself; Ş, 
VP 

v-- ~p 
I I J 

to shavc himsclf; 

The sentcncc is underivable under the Linear Theory. Suppose we adopt the 
anywhere convention and apply Reflexivization whcrcver we canin (43), i.e., in S1; this 
produces (44). Next we may apply Raising wherevcr wc canin (43, 44), i.e., on S1; This 
produces (45), i.e., the ungrammatical sentence (47). 

(47) *Hany; expcctcd Hany, to shave himself;. 

Suppose the reverse ordcr is tricd. We start by applying Raising on PM (43). This 
would produce the intermediate structurc (48). Applying now Rcflexivization anywhcre 
wc can, wc get PM (49), corrcsponding to the ungrammatical sentencc (50). 

(48) 
s, 

NP-- -----
H~:.i,,; ~ ---v~--;N~f 1 _____ ş, 

cxpected Harry, YE. 
v----r-;r-' 
I 

to shave Ha1ry, 

(49) 

sl 
NP-- --___ YE.. 

I I --- :;::..._____:::::--~~-----
Harry, V --...._ NP, 

I . I 

expectcd himscl~ 
ş, 
VP 
V...._______ NP 
I ' l 

to shavc Harry, 

(50) Hany, cxpccted himsel~ to shave Hany, 
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There is thus strong empirical evidence for the cyclic theory, which was adopted as 
an important metacondition in the functioning of generative grammar. The Cyclic Principie 
must in fact be strengthened to a principie of strict cyclicity, stated in (51 ). 

(51) Strict cycljcjţy -
No cyclic rule can apply on a given cycle to any structure wholly within the 
domain of a lower cycle. 

To understand the relevance of stricit cyclicity, consider an underlying structure 
like (52), containing the verbs expect and prove, which are optional Raising triggers. 

_Subject to Object Raising is free to apply or not on each or on either cycle (S1 and S1), 

producing the well formed sentences (53a-d). Ali of thesc derivations are consistent 
with the Cyclic Priciple and with Strict Cyclicity. 

(52) 
s] 

NP-- --VP 

Bill v----s 
I --- 2 expects NP ~p 

- fhillis V ---- S1 

I . ~iii NP---- VP 
r I 

prove Phillis is incompetent 

(53) a. Bill expects that Phillis will prove that she is incompetent. 
(no application of Raising or of Reflexivization) 
b. Bill expects that Phillis will prove herself to be incompetent. 
(application of Raising and Reflexivization on S2) 

-t,-0 l,; R c- c. Bill expects fhillis to prove that she is incompetent. 
"""\ · 1 ;,applications of Raising on Si) 

. d. Bill expccts Phillis to prove herself to be incompetent. 
(application ofRaising arul Reflexivization on ~. followed by Raising on S1). 

Suppose we do not adopt the principie of strict cyclicity. Suppose that in some 
derivations, Raising is not applied on S2, so that the Cycle of S1 is reached without any 

J!PPlication of Raising (or Reflexivization). Suppose that Raisiii.g applies on S1, for the 
verb expect, producing PM (54), (corresponding to sentence (53d) above). Notice that in 
(54), the two coreferent NPs (NP2 =NP1) are in different clauses. 

(54) 

sl 
},lP.--~ 
Bill y 1';1P1 Ş, 

expects Phillis, VP 
v------s 
I 

to prove ~pi-~P 
Phillis, is incompetent 
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(55) 
s] 

Jl{P- -vP 
aili y----~ ş2 

expects Phillis VP 
' ~ y ~P; ~I 

to prcwe Ph.illis, VP 
t~ be incompetent 

Now, if strict cydicity is not observed, then raising (still operaMng on the cycle 
of S,) might equally well apply for the verb prove, producing the structure in (55). 
Notice now that the corefrent NPs, NP1 and NP2, continue to bc in different clauscs, so 

::i!,at Retlexivization cannot apply. The second NP may be replaced by a personal 
pronoun, but the derived sentence (56a) (instead of (56b)) is ungrammatical in the 
intendcd interpretation. 

(56) a.Bill expccts Phillis,_ to prove her,_ to be incompetent. 

b.Bill cxpects l:>hillis, to prove hersclf, to be incompetent (= 53d). 

Examples as the one we have just discussed show the necessity of the Strict 
Cyclicity Principie. Conventions goveming thc application rulcs are noi part of the 
grammar of any language, but bclong to UG. 

4. The Domain of transformations. Bounded and unbounded movement rules. 
lt also became apparent that transforrnations fall into classcs that share 

important formal properties. One relevant critcrion of classification rcgardcd the 
domain of application of a transforrnation. Thc following basic typology cmcrgcd with 
respect to the domain of applicatiort(""a.Monoc_vc/ic trans.formations: transforamtions 
that operate within onc clause (S - 'tt-omain). This is thc casc of Passive, Dative 
Movcment and Reflcxivization as alrcady sccn above]b.Bicyc/ic tram/omwtions: thesc 
arc rules that operate across exactly one S - boundary. An examplc is Raising, which 
moves thc infinitive subject into thc .first sentcncc up. Thc contrasts below show that thc 
raiscd constituent cannot travel furthcr than one sentence up in a single stcp. 

(57) a.Bill cxpects[that Phillis, will provc[that shc, is inr:ompctcntj 1-
b.[Bill cxpects I that Phillis, will prove hcrsclf, 1-- to bc incompetent!]] 
c. *[Bill expects Phillis, [ that shc, will prove 1--- to be incompctrnt ]I] 
d.[Bill cxpects Phillis, [--- to prove hcrself, [·- to bc incompetent]]! 

Sentcncc (57c) is ungrammatical becausc thc raised NP has crosscd more than 
onc S · boundary, as indicated abovc. Monocyclic and bicyclic rnlcs an: hoth rulcs that 
havc a ho1111ded domain. in sha1v cnntrast with thc ncxt class of ruks, in faci calicu 
u11ho1111dcd rulcs: c. Unhoundcd tra11s(or111ut1011s: thcsc arc rulcs that operate acrns., 
arhitrarily many S-boundarics. sucl:;-;:\\'h-Movcment (sce bclow). 
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4.1. In the remaining part of this section, wc will review some important facts 
and principles regarding unbounded movement rules. As examples, let us consider 
Question Formation, Relativization and Cleft-Sentence Formation. As an expository device, 
a coindexed trace was lefi behind to indicate the initial position ofthe displaced constituent. 

(58) Qyestions 

a.The police arrested Smith. 
Who; did the police arrest t, ? 

b.Bob said that the police arrested Smith. 
Who; did Bob say [ that the police arrested t.)? 

c.[You claimed [that Bob said [that the police arrestcd Smith]]]. 
[Who, did you claim [that Bob said [that thc police arrested t,]])? 

d.[It is true [that you claimed [that Bob said [that the police arrested Smith]]]]. 
[Who, is it true [that you claimed [that Bob said [that the police arrested t,]]]? 

(59) Relative clauses 
a.The police arrested Smith. 

[The man [who, the police arrested t,]is Smith. 
b.Bob said that the policc arrested Smith. 

[The man [who, Bob said [that the police arrested t,JJ is Smith]. 
c. [You claimcd [that Bob said [that the police arrcsted Smith]ll. 

The man [who; you claimed [that Bob said [that the police arrc~1ed t,)]] is Smith. 
d. lt is not true [that you claimed [that Bob said (that the police arrested Smith]]]. 
e. The man [who, it is not truc [that you claimed [that Bob said [that thc police 

arrested t, li]] is Smith. 

(60) Cleft sentenccs 
a. Thc police arrested Smith. 

lt is Smith [ who, the police arrested t,] 
b. Bob said that thc police arrested Smith. 

lt is Smith [ who, Bob said that the poli ce arrested t,J. 
c. You claimed [that Bob said [that the police arrested Smith]. 

It is Smith [ who, you el ai med I that Bob said I that thc poli ce arrested t,J. 
d. [lt is not truc [that you claimed [that Bob said [that thc police arre!.1ed Smith]]ll. 

1 It is Smith I who, it is not truc that you claimcd that Bob said that the poli cc 
arrcstcd t,ll]l]. 

Thc cxamples clearly show that thc relative or interrogativc pronoun, in olher 
wurds. the wh-phmsc ean bc C\:tra<,:ted out of decply embedded clauscs. c1ossing 
arbitrarily many scntcncc houndancs (thrcc scntcncc boundarics in cxamplcs ( 58, 59. 
60c). four sc11tc11cc boundarics in e:-.amplcs (.'.'8. 59. 60d)) in its way to thc front 
po~1tio11 of a qucstion or of a rclati\"\: clausc. Thc hchaYinur of thc wh-phrasc in 
( 58 )-( 60) offcrs a cicar cxamplc of an unboundcd movcmcnt rulc. 
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Before we continue this discussion, a fcw auxiliary notions need to be 

introduced. First, since questions, relative clauses and cleft contructions pattem 

together, it will bc assumed that thc same rule is involved in deriving them; this rule is 

known as Wh - Movement. Secondly, we have said little or nothing so far regarding the 

phrase structure of subordinate clauses. A subordinate clause or embedded clause is 

usually introduced by som~ subordinationg element or subordinator. The subordinator 

may be a highly abstract virtually meaningless element like that, for whose sole role is 

to transform an independent clause into a dependent of some predicate. Such an 

clement ( c.g., that, for. (/) will be called a complementizer. 

(61) a. lt is important [that s[you should come]. 
b. lt is important [ for 5[you to come). 
c. lt is not known [whether / if 5fhe will come). 

Altcmativcly, a subordinate clause may he introduced by a relative / interrogative 

pronoun cr adverb. At thc prcscnt stage of English, wh-phrases and complementizcrs do 

noi occur together. but this is possiblc in sume languages and was also possiblc in older 

stagcs of Englisl1 

(62) It is not known [what !he will say]). 

lt is not important !whcrc lhc says he is going togo t]). 

Let us assumc, roughly following Brcsnan ( 1970, 1972), that thc initial 

position of a clausc is a ..,complementjzer position, CO~, introduced by rules (63). S' 

(read S bar) is a projection of S, a higher order cons1tuent of the same type as S. 

(63) S' ➔ COMr·~s 

S➔NP-VP 

COMP ➔ (XPr ( that \ 

1for ~ 
whetherJ 

Thc left-hand area of the COMP expansion (XP) serves as the target for Wh -• 

Movement, i.e. a landing site for thq:noved.wh - phrase. Given this, Wh - Movement 

can eventually be fonnulatcd as follows. 

(64) Wh - Movement 

COMP X wh-phrase y 
SD 2 3 4 

SC 3 
.., 

0 ... -
Two remarks are in order berc. Tcrm 2 of the SD rcfcrs to thc arbitrarily 

complex string across which thc wh-phrasc travels; it is a string whosc constitucncy 

cannot bc spccificd; when such a string occurs bctween two constant tcnns of a SD, ii is 
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rcfcrrrcd to as an cssential syntactic variable. Term two is an essential variable. 
Sccondly, notice that the rule is stated as an cxamplc of subtitution into the 
COMP position. 

As stated in (64), the rule docs not say how the wh-phrasc travcls; i.e., whcther 
the wh-phrase successively crosses each S-boundary or whcther it moves to its final 
position in a single swoop. Both accounts have been proposed in thc litcrature, but thc 
first, known as the succcssive-cyclic movement hypothesis, was ultimatcly preferred. 
The succcssive cyclic movcment hypothesis naturally follows from thc cyclic principie, 
according to which cyclic rules apply first in an embedded clause and then in a highcr 
clause. Consider sentence (65a), with representations (65b-c): 

(65) a. What did you say the professor thinks that I should read? 
b. ls COMP 1s you said l,_.COMP lsthc professor think.5 L, COMP L, I should rcad wtiat~]lI]]J. 
c. [5. Ylhfil,_ did [5you say lcr t, [5thc profcssor thinks ls-•, (5 I should rcad t,.]1]11]. 

lt may very wcll bc assumed that thc dcri\·ation of (65a) procecds stepwisc on 
successive cycles, making usc of al] thc intc1mediate COMP positions; thc passagc of 
the wh- phrase through thc severa] COMP positions is indicatcd by a coindcxcd trace 
lcft behind. In fact, thc succcssivc cyclic hypothcsis is the null hypothcsis; it comcs al 
no cost and additional machincry would bc nccdcd to exclude it. Whilc thc succcssivc 
cyclic hypothesis is ccrtainly to bc prcfcrrcd on grounds of simplicity (i.c., on 
considcrations internai to thc thcory), thcrc is also empirica] cvidcncc that favours this 
hypothcsis. Frcidin ( 1992) quotcs thc fact that cach of thc tracc positinns in (65c) could 
actually havc bccn a landing site for thc wh- phrase; thus, ,vith appropriatc vcrbs that 
accept both declarative and intcrrogativc complement clauscs. all of thc following 
scntcnccs arc possiblc; thc wh-clcmcnt sho\\ s in cach of thc COMP positions in turn: 
fhc first scntcncc (66a) may bc rcad as an ceho qu::stiun with thc wh - phrasc in situ.) 

(66)a.[,.ls Mart ha told Ben I, 'that L Barbic said 1s that I, Bernie indccd knows 
1,1, Adam wants what, ]]IJIIII 

b.[s. I, Martha told Ben [.,. that 1s Barbie said I, that ls Bernie indccd knows 
ls- what,_ [,Adam wants t, llllllll-

c. ls- [, Martha told Ben I,. that I, Barbic said ls- what, [Bernie indecd knows 
[,· t, [Adam wants t,11111111-

d. 1s- [_, Martha told Ben I s· what, I s Barbic said ls- t, I Bernie indecd knows 
ls- t, [,Adam wants t, ]1111111-

c.[, What, did I, Martha teii Ben ls- l, l,Barbic said 1s t, I., Bernie indccd 
knows L 1. j, Adam wants t. 1)111111. 

A vcry pcrsuassivc p1ccc uf cvidcncc for succcssivc cyclic movcmcnt is put 

forth by Torrcgo ( 1984 ). 011 thc basis of Spanish data; hcr argument is brictly skctchcd 

bclow: Likc Romam111 and othcr Romancc languagcs. Spanish has an optional mic ul 
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Free Subject lnversion, which optional/y moves the NP subject to the right, adjoining it 

to the VP. In Spanish, this rulc operatcs in declarative scntcnces, but alsa in certain 

typcs of interrogativc scntenccs. 

(67) a. Juan arriva. 

b. Arriva Juan. 

(68) a. Con quien vendra hi.an hoy? 
b. Con quien Juan vendra hoy? 

In addition to Frec Subject Invcrsion, Spanish has a second inversion rute, 

which operates in interrogativc clauses, when a wh - phrase of a certain kind or its trace 

appears in COMP. This inversion rute is obligatory. 

(69) a.Que querian cssos dos? 

What-want-thesc-two 

· What do thesc two want'! · 

b. *Que cssos dos qu..:rian'1 

A diffcrcncc worth ment1oning to further diffcrentiatc bctwecn thcsc two 
rules conccms thc possibility of adverb placcment. ln Spanish. ccrtain adverbs can 

occupy sentcncc initial position if Frec Subjcct lnvcrsion applics, but not if obligator)' 

invcrsion applics: 

(70) a. Sicmprc 1cc Io mismo Maria. 
always-rcads-thc samc-Mary. 
·Mary always rcads thc same thing. · 

b. *Quc sicmprc lce Maria'! 
c.Quc 1cc Maria siemprc') 

Thc fact, that an initial adverb is no longcr possihlc in (70h-c) suggcsls that thc 
irntial adverbial position is now held hy the \'crb. which has heen in\'e11cd w,th the 
subjcct; thc rute which moves thc ,erh in sentencc in1tial position. a position of 
adJunction to S, is rcll:rred to as V(erb) Prcpl>sing. Torrego cla,ms !hat \1-Preposing 
is triggercd hy an apprnpnate wh - phrasc in CO\-1P. The derivat ion of a sentencc like 
(7la) starting from a DS likc (71b). 111volves first wb - movcment to COMP. as 111 
PM(71c); oncc the wh-prnnoun !L..Q_Uicn·1 is in COMP. V-Prcposig applics gcneral111g 
(71d). lt is particularly signifieant that V-Prcpos111g applies 111 hoth embedded and 
non-embedded clauscs. Thc cxamplcs 111 ( 72) hclow ii lustrale ohligatory 
invcrsion (\1-Prcposing) in cmheddcd quest1ons wh1ch cxh1b1t an ovcrt wh piuase 
111 COMP. 

(71) a. A lJLIIL'n prcslli Juan ci diL'Cll>11,1r10'.1 

To whlll:1 d1d Juan lcnd the d1c1iun,1ry·.• 
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b. 
S' 

COMP...- .______ S 

73 

N P -- ------V P 
Juan V~ PP 

presto ci diccionario 

C. 

S' 
COMP-----s 
A quien, NP ----~------yp 

_;;?' 
Juan V NP 

a qu1cn, 

pp 

presto ci diccionario t, 

d 
S' 

COMP---S-

A quicn V -------- S 
· presto NP------------VP 

Juan V -~ PP 
I I ci diccionario t, 

(72) a.No sabia' que qucnan cssos dos. 
b. *No sabia guc cssos dos qucrian. 
I don 't know ,.,,·hat thcy two want. 

(73) a.No mc acucrdo a quicn presto Juan ci dicc1onario. 
b. *No mc acuerdo a quicn Juan presto ci diccionario. 
(I) don 't remcmbcr to whom Juan lent the Jictionary. 

Since V-Prcposing in Spanish must apply in both matrix and embedded 

qucstions, it 1s possihle to rctracc thc movcmcnt of a v.·h-phrase via this rulc. If 

V-.'h-Movcment applies succcssivc cychcally, cach of the iterative movemcnts of a 

wh-phrasc will ca usc the verb to bc raiscd to S at each of thc rnrrcsponding S' cyclcs. 

Convcrsdy, if Wh-Movemcnt is not succcssivc cyclic, thc verb w11! bc prcposcd only in thc 

clausc in which thc wh-phrasc appears frontcd in surfacc ~tructure. This is bccausc in a 

single stcp (11011-succcssivc cyclic analysis) a wh-phrnse ncver passes through 

thc intermediate COMP position of the embedded clauscs. Consider now thc 

following scntcnces: 

(74)a. Juan pensaba [quc Pcdro Ic habia dicho [quc la re\'ista hahia puhlicado 

ya ci artirnloll-

.luan thought that !'cc.im told him that thc _1oumal had publ1shc<l thc a1ticle aln:ady. 
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b.[Que pensaba fu.an [que le habia dicho Pedro [que habia publicado la revista]]]? 
What did John think that Peter had told him that thc journal had published? 
c. •Que pensaba Juan [ que Pedro ic habia dicho r quc la revista habia publicado ])? 

The grammaticality judgments in (74) demonstrate the empincal effects of 
successive cyclicity. The successive cyclic approach to Wh-Movement corrcctly derivcs 
sentence (72b) in Spanish. In (72b), V-Preposing bas applicd to the matrix scntence, as 
wcll as to the embedded clauses which show no adjaccnt wh-word trigger in the surface 
structure. Since in Spanish, obligatory inversion occurs whcncvcr there is a suitable wh­
word in COMP, it follows that thcrc was iterative application of wh-movement on each 
succcssive S' cyclc, causing iterative application of V-Preposing. Torrego's bcautiful 
argument makcs a very convincing casc for successive cyclicity. 

An important remaining question is whethcr a wh-phrase in COMP position is 
acccssible, on the higher cycle, to rules other than Wh-Movemcnt. Apparently, it is not. 
Consider (73a - c); the cxamplcs involve an application of Passive to a phrase already 
displaccd by Wh-Movement: 

(75) a.He askcd whi,·h hooks to buy. 
b.Which books did he ask to buy'! 
c. •Which books werc askcd to buy by him? 

The ill - formed (75c) has the following derivation: 

(76) rC'OMP which books, [t wcrc asked lrnMr t, [to buy t,)] by him]]. 
I li _____ ! î ___ l 

III II I 

The first stcp is legitimate, effccted by Wh - Movemcnt. Step li is part of thc 
rule of Passive. Clcarly, this must be prohibitcd. The successivc cyclic mode of 
application for Wh-Movemcnt must thercforc be tightencd in thc following manncr, 
discussed in Chomsky (1973. 243 fi): 

(77) COMP - to - COMP Conditon 
Onee a phrase is in COMP, ii ean only move to a higher COMP. 

Thus, each S' is a domain of application for wh-movement; cach movemcnt of a 
wh-phra'>e to COMP is limitcd within thc fixed boundarics of S'; howevcr, a scrics of such 
movements, affecting suecessivcly largcr domains, crcates the effect of unbounded 
movcments. 

5. lsland constraints 

Although wh-Movcment is a vcry powerful ruk, thnc arc synlact1c conslrainls 
\\hich prohibit cxtractions. A conslruction from which a constituent may nul bc movcd 
by a transfonnation is dcsignated as an "island". Thc cnnditions that prohibit movemcnt 
out of islands are call ed island co11s1rai111s. Thc first famou:; mH·ntory <'f 1~land:; ::nd th<.: 
tirst forrnulation of the many island rnnstraints is duc to Ross's famou:- 1967 
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dissertation, entittled "Constraints on Variabales in Syntax". The title obviously has to 
do with the fact that the proposed island configurations reprcsent constraints on the 
form of the path the wh-phrase can cross, the essential variable string which represents 
term 2 in the SD of Wh-Movement given in (64) above. -!ş_land c~rai~ts h~I~ f<?~ an)'.'. 
construction based on Wh- Movem~nt. We will however !imit our examples to relative 
clauses and quesffon-s, and briefly mention some of thcse constraints. 

The Complex NP Constraint. (CNPC) lnformally, this constraint prohibits 
movement out of a sentence subordinated to a nouru, i.e., out of a clause which is ,,... 
dominated by an NP. Such an attributive clause can be a relative clause (cf. (78)) or a 

complement clause (79). 

(78) a. Bill found a principie [which solves the problem]. 
b. *Which problem, did Bill find a principie which solves t, ? 
c. *The problem, which, Bill found a principie which solves t, was 
very recalcitrant. 

Examples(78) show that no constituent contained in a relative clause can bc 

questioned or rclativized. The relevant configuration is (80a). Consider now extraction 
out of complement clauses govemed by nouns, in cxamples(79). The island 
configuration is (80b). 

(79) a. He refuted thc proofthat you cannot square an ellipsc. 

(80) 

b. *What, did he rcfute thc proof that you cannot squarc t, ? 
c. *Thc figure, which, he refuted the proof that you cannot squarc t, 
looks a bit like an egg. 

a. S b. S 
NP NP 

NP--- -s• 
~]~ 

Oct-- ---N _____ 
N--- =S' 

~h l -------

Ross ( 1967)_ prop.ose~. the. following fo1;11ulation of the Gl'-!~C:~ · . .;'~, '.: · • :: ~ 
~ . •. ·1» 

(81) Complei NP Constraint (CNPC)- . ~: < . . . . 
No element contained in an S dominated by an· NP with a lexical hea.~. ":~- _··. 
may be moved out ofthaţ NP by any transformation. · · · ,, :: \t\ff.«;__ •' 

• - • l'. ,r-1':!P, .. • , 

The CNPC is not Jimired to Wh - Movement of NPs, as in (79)';'~}/~i 
applies to PPs or APs as well: 

(82) a. Bi!J rcjected thc suggestion that he should talk [to somcone}. :. , _ 
*To whom, did Bill rejcct the suggestion that he should talk t,lt'' -_:'.~ 
b. You are looking for an au- pair who is [ vcry intclligcnt ). ·' 
*[How intclligent], arc you looking for an au- pair who ist,? 
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The (Sentential) Subject Constraint - Ross noticed that constituents cannot be 
extracted out of subject clauses (which are in subject position, not extraposed). Later 

the constraint was generalized to movement out of any kind of subject, sentential or 
phrasal. Hcre are example illustrating the impossibility of questioning or relativizing 
out of subjects. 

(83)a.[That Mary was going out with hlm] bothercd you. 
b. *Who, did [ that Mary was going out with tJ bother you? 
c. *The guy, whoJ that Mary was going out with t,) bothered you is an actor. 

(84)a. A nice picturc ofhis daughtcr was on the desk. 
b. *Who, was a nice picturc oft, on thc desk ? 
c.*Thc girl, [who a nice picture oft, was on the desk] is his daughter. 

The subjcct - island constraint can be stated as in (85a), while this particular 
island configuration is given in (85): 

(85) a. The (Sentential) Subjcct Constraint ((S)SC) 
No element contained în an NP, or S which is in subjcct position (i.e., which is 

immcdiately dominated by S) can bc moved out ofthat NP or S by a transformation. 

b. S 

~{~r}-~ 
~--NP[ +·wh 1 ---

The Adjunct Constraint. Thcrc is also a ban on movmg constitucnts out of 
adjunct clauscs, illustratcd below: 

(86)a. Mary was bothcrcd [bccausc Peter discusscd her pastl. 
b. What, was Mary bothcrcd fbccausc [Peter discusscd t, ] I? 
c.Thc mattcr [ which,_ Mary was bothcrcd [bec a usc [ Peter discusscd t, ) I I was 
hcr own past. 

Thc relevant rnnfiguration is roughly (87);bccause may tentativcly be vicwcd 
as a prcposition that takcs a clausc. instcad of an NP, as its objcct, i.c., PP ~ P NP or 
PP ~ P S; thc class of prcpositions that takc Ss as objects is thc traditional class of 
subordinatmg conjunctions (sec chaptcr 4, on prcposition subcatcgorization). 
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We may then state this constraint as follows: 

(88) The Adjunct Constraint 
No element can be moved out of an adjunct ( clause) by a transformation. 

The (tensed) Wh - Island Constraint îs thc last constraint mentioned herc. 
A constituent which is part of a indirect question cannot be questioned or 

- relativized. Notice that the constraint rcfers to tensed (finite) indirect questions. Here 
are examples: 

(89)a. John wondered who would win a gold meda!. 
b. *What; did John wonder [who would win t.J. 
c. *The meda) which, John wondered [who would win tJwas the gold meda!. 

Taken as a whole, Ross's constraints covered a very wide range of empirica( 
data, bringing into the focus of linguistic research a significant amount of syntactic 
phenomena. Moreover, the research strategy he pioncered, that of dcfining vcry general 
conditions on the application of rules, is still at the heart of syntactic research. The 
unsatisfactory aspect of Ross's constraints , naturally, when they arc considcrcd from 
the vantage point of prescnt-day syntax, was that most of his island constraints werc, in 
some sense, construction specific. The formulation of thc CNPC, for example directly 
mirrors the essential aspect of one construction: subordination of a sentence to a noun. 
As a resuit, much subsequent work concentratcd on generalizing and unifying Ross's 
constraints. A major step in this dircction was thc forrnulation of the Subjaccncy 
Condition (Chomsky 1973, 1977). 

5.1. Subjacency. Thc Subjacency Condition rclies on thc principlcs of strict 
cyclicity and successive cyclic movemcnt alrcady defcnded above. The intuition is that 

_certain nodes, such as S or NP, the so-callcd bounding nodes, arc particularly 
significant in that they define local domains inside which dependencies bctween 
elements can be setup. Ifthe moved constituent crosses more than two bounding nodcs, 
thc dcpendency betwecn the initial position and the landing site is brokcn. 

An cxamination of the island configurations from this point of view will rcveal 
at once the fact that all of thcm involvc movement across more than onc boundary 
node. Consider first tcnscd wh-island violations, as illustratcd in the example bclow: 

(90) •Which books did you ask him lwhcre he bought t]. 

Succcssive cyclic Wh-Movement and thc Strict Cyclc Condition make it possiblc 
to show that this scntcncc violatcs Subjacency and is thercfore ill-formcd. In (89a) wc 
have given thc D-Structurc of thc sentcncc. On thc lower, S,, cycle thc COMP is fi lied 
by where (91b). hencc, which books can only move dircctly to thc highc1 COMP on thc 
S, 'cyclc. But this movcmcnt violates suh,iaccncy. bccause two boundin6 nadcs S, anu 
S, arc crosscd. 
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(91) a. 

sl•_ 
COMP- S

2 
NP- -yp 

I -~ţ::-------
you V NP S' 

ask ~im COMP ..... I - so 
NP---- ---- VP 
h'e MV ---AvP 

V ~p L:::::,,. 
bought which books, wherei 

b. 
S/ 

COMP,... -s
2 

NP--~ 
ydu v---NP---- s,· 

~sk him COMP.,, - S
0 

AvP NP- ----.--yp 
whereJ h'e MV ___.. ---AvP 

v-NP I 
bought which books, \ 

C. 

S/ 
COMP/ ---- .~ 
NP NP--- -yp 
which I y ~p:------ s ' 
books, you ask him COMP.,,-

1 

-- S 
A~P NP- " -- - VP 
where he MV-- --AvP 

J V -- ---Nr 
bought l, t, 

Movement out of a subjcct clause or a subjcct mcans that thc movcd 
constituent will again cross two bounding nodes, either two scntcncc nodes, as m 
example (92a) represented in (92b) or one sentence node and one NP node, as în 
cxamplc (93a), representcd in (93b). 

(92) a. 

b. 
*What, did [that John explained t, ] bothcr you? 

S' 
COMP--- S 

S' ---------- VP 

----- ' -=-COMP., - S bother you 

that NP --- VP 
Jo

1

lm V ----NP 
c'xplaincd what, 
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(93) a. *Who; was a oicture oft; on his desk? 

b. 
S' 

COMP-- --S 
NP .------ --------- VP 

..:,. 

Det -------- --- N ------- was on his desk 
b_ N~ pp 

I p --- ---- ~p 
picture of who; 

The (Sentential) Subject Constraint can thus be regardcd as one particular case 
of Subjacency violation. Thc same is truc about the CNPC. Consider the example 
below, whose (approximate) surface representation is (94b). 

(94) a. *What did Bill reject the evidence t that John did t ? 

b. 
s· __ _ 

COMP/ -1s1 
NP Aux~------c:=t-- VP _ /~ 
What, did Bill v-~ 

reject Det ...-- N __ 
the N - -· 

cvidcncc 

- s· - -. COMP -rs7 
f that Nv-·-f ◊r 
' ,....___ 

J~hn V NP 
did t, 

The wh-phrasc lcgitimately travels to the first COMP node, lcaving a trace 
hchind; the second step of Wh-Movement must cross both an NP and an S boundary; 
this constitutes a violation of Subjacency. Wc !cave it to the reader to verify that 
extraction out of adjunct clauscs also violate subjacency. 

One should be awarc that thc principie of Strict Cyclicity is crucially involved 
in cxplanations bascd on Subjacency. lf this principie were not obeyed, certain 
dcrivations which circumvent Subjaccncy would become possible. Consider again th<.. 
wh-island violation discussed abovc. 

(95=90) *[Which hooks,. did you ask John [whcre,_ he bought t, t, ?)) 

rollowing Strict Cyclicity, wc assumed that first whcrc, moves to the lower 
COMP position in (9th) and lhcn, which books, has to move to thc higher COMP 
position in a singlc stcp; sincc thc lower COMP position is alrcady fillcd by a wh­
plu-ase, this long wh-movemcn1 constitutcd a Subjaccncy violation (91 c). If wc did not 
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adhere to Strict Cyclicity, we might consider a different dcrivation: which books, 
cyclically and legitimately moves first to the lower St' COMP, and then to thc highcr 
COMP on the cycle of the main scntcnce. When which books, has reachcd the highcr 

COMP position, and the lower COMP contains only the non-lexical trace I, , where
1 

legitimately moves to the lower COMP position. Thc movemcnt of where,, would affcct 
only St·, which is a cyclic subdomain of thc main clausc cyclc, and this is prohibited by 
Strict Cyclicity: th.is derivation, which would derive the ungrammatical (95) is corrcctly 
ruled out by Strict Cyclicity. 

This d.iscussion was started in an attcmpt to classify transfonnational rulcs as 
to their domain of application, d.istinguishing monocyclic, bicyclic, and 1mbvu11ded 
ru/es. Notice now, that as a resuit of having adopted thc Subjacency Condition, the 
picture becomes simpler. No rule can involve constitucnts separated by more than one 
bounding S or NP; thus only one S I NP boundary can bc crussed at onc time. 

Transformational rules are thus al 1110s1 bicyclic, a vicw which rcprcscnts a 
considerable un.ification and simplification. 

6. The structure prcscrving constraint 
Anothcr major proposal, whi~h attcmptcd to limit thc possiblc rcsults of 

transformations, is thc Structurc Pn:scrving Constraint. lnitially, thcrc wcrc fcw, if any, 
rcstrictions placcd on the dcrivcd phrasc markcrs produccd by transfonnations. But ot" 
course, if rules could move constitucnts to any position, thcn dcrivcd Pt.-1s would bc 
arbitrary and presumably complex objccts, which ought to raisc difficultics for tbc 
lcamcr. Al the other cnd, thc linguist had too much frcedom in fonnulating thc rulcs. 
To remedy this situation an important idea was to maximizc thc role of phrast.:-structun; 
configurations, and to assume that constitucnts can bc movcd only 111 pos1tions which 
could have bccn gcncratcd by thc phrasc structurc rnlcs. This conslra111t 011 

transforamtions is kno\.Vll as the Structurc Prcscrving Constraint and was proposcd by 
Emonds (1976, 1985). This way of looking at transfonnations implics that noi all 
positions gcnerated by the PSRs necd bc filled by lexical inscrtion; somc positions will 
be fi lied at a latcr stage by the opcration of movemcnt rulcs(substitution). 

Lei us rcanalyze thc Passivc from·this perspective. Onc is led to rcgard it as a 
sequence of two NP movements, each of which is structurc prcscrving. Ftrst, if thcrc 1s 
a lexical subject it moves into a basc-gcncratcd PP, hcadcd by thc preposition by (thc 
Agentive by-phrase). The position of an NP insidc a PP is surcly a basc-gcncratcd 
position, as can also be secn in thc following cx.amplcs. This stcp is usually rcfcrrcd to 
as Subjcct NP Post-Posing (sec (97c)). 

(96) a. The window opcncd by chancc. 
b. The window was opcncd by John. 

The sccond, obviously structurc prcscrv111g, NP movcmcnt 1s tlic IIH>vcnll:nt of 
thc objcct into thc cmpty subjcct position. This movcmcnt, calicu ObJcct l'n:posing, is 
illustratcd in (97c.l). Thc advantagc of having dccomposcd l'assivc mto two s1111plcr 
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movements is, that now, the similarity of Passive and Passival Construction 
(e.g., (18,19) above) can be fonnally ex~ by saying that both involve Object Preposing. 

(97) a.The car was driven to London by John. 

b. 
s 

NP_.--VP 
I Aux ___ .. __ ===========-----.--:--=-MV-=------- PP 

---- ~N_-_ -pp P,,.__ NP John T be-en y 
1
P 

c::-. b'y [I] drive the car to London 

C. 

s 
NP--VP · 
(] Aux --- -==--=-==-=-=-===--- MV 

.,,,. - ~ 
T be-en y- Nr IZ 

drive the car to London 

d. 
s 

NP_..- -vP 

pp 
f,--NP 
I I 
by John 

fhe car; A~x ----- --~=====:----;;MV-;:;-;------------ PP 

was y~pp P--NP 
driven ( to London hy John 

As an example of how phrase structure considerations may modify assumptions 
about derived structure, Jet us examine Subject-Aux Inversion and try to establish 

the position that the auxiliary verb occupies in derived structure. Observe the 
following paradigm. 

(98) a.He bas come. 
b.I believe [5 • that [he has come]). 

c.I wonder [..whether [he has come]]. 
d.Has [he come] ? 
e.*I wonder [,. whether has [he come]]. 

The examples show that onc cannot have both a lexical COMP (whether) and 
an inverted Aux (has) at the same time; ((98e) is ungrammatical. Sentences (98b-d) 
suggest that the inverted Aux is in complementary distribution with the lexical 
complcmcntizcrs; thercforc, thc Aux can plausibly bc assumcd to occupy the position of 
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lexical complementizers in derived structure. 0n the strength of such evidence, we will 
assume that the Aux is in COMP position in inversion structures like (98d). 

(99) a. 
s· 

cmvfP/ -s 

{
that 1NP---- -VP 
whethe9 he Aux _,,.,. MV 

h.ls cbme 

b. 
s· 

COMP/ ---S 
Alix NP ----YP 
I Aux---MV 

has he ( c
1
ome 

But then what is the exact position of wh-words, since while wh-words and 
lexical complementizers do not co-occur, wh-words and auxiliaries do co-occur; in fact 
not only wh phrases, but also other phrasal constituents may precede inverted 
auxiliaries, as exarnples in (100) show. 

(100) a. [To whorn,..] had he been reading those stories? 
b. [Never before,..,] had he seen such a girl. 
c. [Only in Londor1prl could you sec the like ofthis. 

This suggests that wh-phrascs (and all the phrascs) that havc thc samc 
distribution occur in a highcr position, that we will call thc Spccifier-of 
Complementizer (Spec) position, anticipating later discussions. Then thc PSRs rulcs 
given in (63) are enriched asin (101), and the derived structure of(l00a) is asin (102) 
below. All the results about wh- Movcment are, of course, unaltered. 

( 1 O 1) S'' ➔ SpecCOMP ...... S' 

S'➔ COMP-S 

S ➔ NP~VP 

Thus, the Structure Prescrving Constraint drastically limits the class of 
adrnissible derivations. lt embodics the claim that PSRs define a range of possible 
configurations and possible syntactic positions, which cannot be changed and constitute 
the formal skeleton of the grammar. What varies are the constituents that fiii those 
positions. The structure Preserving Constraint has a great deal of "naturalness" about it, 
since it relievcs the burden of leaming "derived structures"; dcrived structures are noi 
essentially differcnt frorn basic structures. Ernonds ( 1976) assumes howevcr that only 
cyclic rules, i.e., rules that affect both embedded clauses and main clauses arc structurc 
preserving. Main clauses or root clauses, as he calls them, may also undcrgo 
transformations that are not structure prcserving (c.g., Lcft Dislocation. discusscd in 
(25,(26), above). 

Thcse are some of thc rnost significant rcsults in the theory or transfonnatiuns. 
ohtained bcforc the advent of the Govcmmcnt and 13mding Thcury, with Chomsky"s 
Pisa Lccturcs ( 1981 ). 
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(102) 

,.,s·=·-----
Spec COMP S' 
~p COMP..,.... __ S 

To wholll; had NP-- --VP 
h'e Aux--- --MV 

been v--Nlr,:P;------ PP 

r~ading tii.ose stories t, 

7.The organization ofa generative grammar 
Io the preceiling pages we insisted that it was for formal reasons having to do 

_ with the accuracy of syntactic description that the Grammar postulated an abstract levei 
of analysis that was called the deep structure. The deep structure was conceived of as a 

_formal syntactic representation, able to show the correct constituency and the correct 
functional information about a sentence. 

But constituency and functions are also essential for the semantic interpretation 
of the sentence. Consider again pairs like John is eager to p/ease./ John is easy to 
please. where the syntactic function of the NP John with respect to the verb please is an 
essential aspect of the meaning of the two sentences; it was assumed that these 

_functions were correctly indicated in the underlying structure. lt looked as if, as one 
got, from top to bottom,following the steps of a derivation (from SS to DS), one moves 
in a direction of increased semantic transpare!lcy. The underlying structure appeared to 
be closer to the meaning of the sentence, containing all the structural information 
necessary for semantic interpretation. Transforamtions were regarded as meaning 
preserving, as already explained. 

S~~antic Co~m-,, 

(103) 
Base Component ➔ DS / "---, 

/ ', Syntax 
'Transformational Component➔ SS 

' Phonological C.~mponent 

Therefore, a natural solution was to. -let -th~- ·inteqii'etative · semantic -~les 
directly operate on the underlying structure which was more relevant in this respect. 
The standard organization of many transformational grammars (e.g., the standard 
'Aspects' model of generative transformational grammar, Relational Grammar, a. o.) is 
as given in (103). In this model, syntax is the generative source of the grammar, 

- producing the DS and ultimately the SS. The Semantic and the Phonological 
components are interpretative. The Semantic Component operates on the DS and 

-assigns a reading to the scntence. The Phonological Component assigns sentences thcir 
phonological representation. 
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The early seventies witnessed an important progress in semantic studies, which 
îs undoubtedly due to the cooperation between linguists of the generative semantics 
persuasion and logicians. Linguists become more and more aware of the fact that an 
adequate semantic represcntation of a sentence was going to be a representation of that 
sentence in the formalism of predicate logic. ln predicate logic, the domain of the 

~various logical operators, detennined by their linear order is all important. Consider the 
Tontrast between (104a,b) below, involving a djfference in the relative scope of the 

existential operator ('3xF' = there is one x such that Fx) and the universal operator 

('VxF' = For all x /for every x, Fx). 

(104) a. Vx 3y father (y, x) 
For all xs, there is some y such that y is the father of x. 
Everybody bas a father. 

b. 3y Vx father (y, x) 
There is some y such that for all xs, y is the father of x. 
Somebody is everybody's father. 

The two formulas express very different thoughts. The study of natural languages 
from this prespective revealed the importance of linear relations in the interpretation of 
sentences, precisely because linear, precedence, relations determine thc interpretation 
~f semantic operators, i.e. of words like quantifiers, negation, modal adverbs, 
interrogative pronouns and many more. But transforamtions reorder constituents 
"ănd may therefore modify the interpretation of these operators by modifying their 
_!elative scope. 

To illustrate this important idea, we will quote a few pairs of examples involving 
the application of Passive, which was assumed to be a meaning preserving rule, as in 
examples (105). Yet examples (106) - (108) are not synonymous. 

(105) The boy threw the stone. 
The stone was thrown by the boy. 

(106) a. Many arrows didn't hit the target ( ... but many did). 
b. The target wasn't hit by many arrows ( ... *though many arrows did 
hit the target). 

( 107) a. Evetybody in this room speaks two languages. 
b.Two languages are spoken by evecybody in this room. 

(108) a. The tribe willingly sacrified Harry. 
b. Harry was willingly sacrified by the tribe. 

In the first two examples( 106, I 07), what counts is the relative order of 
the underlined operators (quantifiers vs. negation,). In the last case the modal adverb 
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willingly may refer only to the subject in (108a); but it may refer to the subject or to 
the by - phrase in (108b), since willingly is releated to any constituent that 
may be interpreted as an Agent, and in (108b) both Harry and the tribe have 

Agent properties. · 
The picture which emerges is more complex.lsome aspects of the meaning of a 

sentence (syntactic functions, constituency, a.o.) are detennined at the levei of the DS. -Other semantic propcrties of the sentence (e.g., the scope of the operators) are -determined only after reordering rules have operated, i.e., they are detennined at the 
levei of the SS. One is led to conclude that: (a) Semantic interpretation rules should 
operate after movement rules, i.e., they should operate on S-Structure representations. 
(b )At the same time, one should find formal means of conserving up to the levei of S­
Structure those aspects ofthe widerlying structure which are semantically relevant, e.g., 

_ţhe information regarding constituency and widerlying syntactic functions. lt is to this 
~im that traces are left behind indicating the initial position of constituents, a position 
which may be semantically relevant. More technically, a_ trace is a syntactic category 
(such as NP) that bas been voided of phonological content and internai structure, 
retaining only an inciex that is identica! to the index of the material that was moved out 
of the trace position. 

As an illustration ofthese points, consider again the D-Structure and S- Structure 
of The car drives we/1 [The term S-Structure, rather than 'surface structure' stresses that 
we are dealing with an abstract representation, enriched with traces, different from the 
actual 'surface' sentence. The term D-Structure is correlatively used]. 

(109) a. D - Structure 
s 

NP-- -vp 
[.] Aux -----..:"""~~MV~---- AvP 

T V~P w~ll 
~ drive !Ce cari 

b. S-Structure 
s .NP ___ YP 

Ttie car; Aux--·--<:.:..:.:::o::::::;;:~.MV:--;;--;;------AvP 

T v--·"'----NP w'ell 
I 

drive 
I 

ti 

Notice that the S-Structure is semantically more .relevantsince more aspects of 
the meaning ofthe sentence canE_e_Qenv:ed from it than from the D-Structure. Thus, the 
D-Structure shows the important fact that the NP the cari is thc object of the verb drive. 
But this information is indicated by the coindexed trace t; in object position at the 
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_S-Structure levei. At the same time, the derived subject role of the NP is relevant for 
the semantics of the sentence, since the adverb well characterizes the properties of the 

~bject, as seen by comparing The car drives well with John drove the car well. So, the 
S-Structure is semantically more relevant. 

The organization of the gramrnar bas changed, allowing movement rules to 
_operate before semantic interpretation, while other rules (e.g., some deletion rules) will 
operate in the phonological component. The overall organization of the grammar at the 
GB stage of its evolution is as follows: 

(110) 

V 
<> 
~ 

Phonological Component 

D - Structure 

I 
Move a [Affect a] 

L 
S - Structure 

-~ 
Logica} Form 
(Semantic component) 

The S-Structure has become the input of both the semantic component, called 
"Logica! Form" and the Phonological Component. We will not be dealing with the 
Phonological component in the pages of this course. Some consideration will be given, 
however, to Logical Form and to the mapping of S-Structure on Logical Form. 

https://biblioteca-digitala.ro / https://unibuc.ro



Chapter 4 

THE LEXICON. SUBCA TEGORIZATION 

l.The problem. 
In thc preccding chapters, we have dcvcloped a set of rule schcmata which 

constrains thc types of PSRs a languagc may have. Thcse rules arc statcd in terrns of 
grammatical and ;exical categorics (NP, N, AP, A, etc.); no particular attention was 
paid to the inforrnation containcd in individual lexical items. Whcn all thc grammatical 
catcgorics have bccn rewritten as lexical categories, lexical items arc introduced by 
mcans of co_ntext frec lexical insertion rule.1· which simply replaccd lexical catcgorics 

by lexical forrnatives N" ➔ hoy, V ➔ run, V ➔ pui. P ➔on. Thc way in which a lexical 

1tcm tits.into the synţax is indicatcd by a singlc symbol, the lexical category :.ymbol, 
which appcars to thc lcft of thc arrow in thc rulc that introduccs thc itcm. Thcrefore, 
only categorial inforrnation was considcred relevant for thc functioning of grammar. 

Exccpt for thcir categorial feature (run: l+V], hoy: [+NI, etc.), lexical items wcrc 
trcatcd as unanalyzcd atomic cntitics. This vicw of thc relation betwecn the lexicon and 
thc syntax is charactcristic of thc carii est GTs (i.c., LSL T and Syntactic Structurcs). 

This treatmcnt of the rclation bctwccn grammar and lexicon was untenablc, 
howcvcr, bccausc it ignorcd the obvious fact that thc rnmbinatorial abilitics of lexical 
ikms bclonging to thc samc lexical cakgory vary quitc cons1dc~bly: becausc of this, 
thcn: arc scvae contextual restrictions on thc 111sert1on of lexical items, wh1ch arc noi 
111tcrchangeable, cvcn when they bclong to thc samc lexical catcgory. Consider thc 
following cxamplc, in which PS grammar has produccd PM( I), and suppose wc dispose 
of thc lcx1cal insertion rulcs in (2); the grammar may derive a lot of scntenccs, both 
grammatical (examplcs (3)), and ungrammat1cal oncs·(cxamplcs (4) and (5)). 

( I) s NP ____ --VP 

--N Aux _..- --- MV 
V-----NP 

De1-· 

(2) V--+clapsc, n:atL semi. put. rcly 

N-➔ buy. Bill, milk. gir!. h-iok, table 

Oct -,thc. a 

(~) a TI,,· hoy hu11:;ltr :i t:1hk 

b. Thc g1rl rcad a hook. 

------ N 
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88 

• a . The boy elapsed a table. 
b *The girl relied the boy. 
c 

0
The milk elapsed a table. 

d*The Bill read a book . 

• a. The table bought a boy. 
b. • A book read the girl. 

The sentences in (3) are well-formed, those in (4) and (5) are clearly ill-formed, 
though produced by the same rules. These examples show that lexical items should be 
inserted only in the appropriate contexts in a sentence, and that a descriptively adequate 
grammar needs some mechanism which provides information regarding the contextual 
restriction on the insertion of lexical items. A cursory examination of the examples 
suggests that the information reg&\dio_& ~t!t~ '~ ş_ombinatorial ability is local, that is, 
it can almost always be stated in"tem\s of'lfie 1tem's close neighbours, usually its 
sisters. For instance, in ( 4d), the proper noun, Bill, should not have a determiner; the 
verb rely in (4b)~should take a prepositional phrase as complement [re/ied pp[on the 
boy], not simply an NP [* rely ,.,,[the boy]]. / 

In "Aspects ofthe Theory ofSyntax" (1965), the book that defined the format of 
generative research in the sixties and seventies, Cbomsky proposed that the function 
previously fulfilled by PSRs should be divided into two: a) context free categorial rules 
which show the constituency of phrases; b) context sensitive rules which analyse lexical 
categories, converting them into sets of syntactic and semantic features. These rules 
account for the distribution of lexical items in the given phrase structures. Because 
these rules partition categories into subsets of them, they are called subcategorization 
roles. A different conception of the lexicon is now presupposed; while previously 
lexical constituents were represented as atomic symbols with no internai structure or 
natural classification, in the theory of "Aspects", lexical categories are viewed as 
structured entities called complex symbo/s, composed of more elementary units called 
features; loosely speaking, complex symbols are sets of syntactic and semantic features. 

We will briefly examine the form of subcategorization roles and of the complex 
symbo/s in the lexicon in the'Aspects' model. Subcategorization rules are further 
subdivided into strict subcategorization roles and selectional roles. Strict 
subcategorization rules are narrowly syntactic, they analyze a lexical category in terms 
of its local distributional contexts, in terms of the 'frames' where it can be inserted; 
these frames or contexts of occurrence are stated in terrns of grammatical (and lexical) 
categories. Selectional rules analyse a lexical category in tcrms of its inherent or 
contextual semantic features. 

2.Strict subcategorization rules and features. 
A few verb subcategories in English. As alread1/ mentioned, strict 

subcategorization rules indicate the local context in which a particular subcategory of 
catcgory A can function. The idea of 'local context' of inscrtion of an itcm can be 
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expressed more formally by saying that strict subcategorization frames indicate the 
sequence of sister grammatical categories that the analyzed lexical category occms 
with, within the first phrase that contains the analyzed lexical category. For instance, 
since the lexical category verb is contained in the category MV (and introduced in 
derivations by rules of the form MV ➔ ... V ... ),the verb's frames of subcategoriz.ation 
are given with respect to its sister categories inside the MV (the number and types of 
objects the verb takes). Furthermore, complex symbols, i.e., lexical categories, are 
introduced in the derivation by rules ofthe form A--:t_CS (~g., Y➔.CSTN ➔ CS), which 
speli out the va_rim~s p_mperti§s of _a. given lexical categw:y. Thus, assuming that the 
grammar contaÎ.ns some PSR like (6a), which introduces the lexical category A in tbe 
derivation, the general form of a strict subcategorization rule for A is (6b). 

(6) a. o ➔ cxA~ 

b. A ➔ CS/ a - ~' where cxA~ is of category o, and 6 is the category that 
appears on the left in the rule O ➔ ... A. .. , which introduces A. 

This rule says that an item A can function as a comp!ex symbol (i.e., can 
be introduced) only in derivations where it is insert~_d between ex-~- To give more flesh 

to thc notion of strict subcategorization, Iet us examine a few verb subcategories 
in English. A basic distinction that the grammar formalizes is that between transitive 
verbs, those w_bicb appear in the immediate context of an NP (=7b), and 
intransitive verbs, those which need no (non-prepositional} object to fonn a 
well-formed sentence (7a): 

(7) 
V ➔ CS/-- # 
V: { elapse. bark. bleet, chirp ... } 

Another month has elapsed. 
Birds chirp. 

V ➔ CS/-- NP 
V: { discern. el osc. Iove. ~--} 

He cannot cut the bread. 
He loves music. 

Notice thc parallelism between transitive and intransitive predications in the 
rules below: · 

(8) 

V ➔ CS/ ·· PP 
V: {brag about, look at, 
rely on, look for. ... } 

He bragged about his conquests. 
They looked for the child. 
*He relied. 

(9) 

V ➔ CS/--;}AvPţl+Manner] 
1PP J !+Time) 

[+Place) 

V ➔ CS/ -- NJflJP 
V: {charge smb with, inform smb.of, 
absolve smb from, rob smb of.. .. } 

They charged him with first degree murder. 
They informed her oftheir arrival. 

V ➔ CS/ -- NP--( AvP ~ lpp j 

[+Manner] 
!+Time] 
l+Place) 
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V: {ag. behavc, wt.. lie, ... } V: {treat. stand. !lll!. lill'.,···} 

He behaved well He treated her well/with care. 
It lasted long/for a day. He stood it there/in the corner. 

He was lying there/in bed. He put it there/on the desk. 

(10) 
V➔CS/ -- pp-pp V ➔ CS/ -- NP-AP 
V: {argue with smb about smth, V:{paint, hope, kick, slam ... } 
agree with smb on smth ... } 

They argued with us on it. He kicked the door open. 

They really painted the town red. 

We have so far subcategorized verbs only function of their NP and PP 

complements. Many verbs in English may or must take subordinate clauses as 

complcments: He believes, (that, [he wifi win]]; He wonders lwhethcr [he wifi win)). 
That [he wifi win and] and I whether [he wifi win li are complement cla11ses (roughly, 

subordinate clauses that may function as subjects, objects). A complement clause is 

structurally more complex than a main clause, sincc it contains an introductory 

subordinating element, e.g., wh<'ther, that, callcd complementizcr, which heads the 

complement clausc. Using thc symboI S' for complement clauses, thc following PSR 

will derive complement clauscs: S' ➔ Comp S [He hopcs s-!L. 0 .., 1• that][ 5 he wifi 
win lsls-1s Here arc a few verb subcategorics that select-complement clauscs: 

( 11) 

V-+CS/ -- S' 
V: {believe, know. think, declill., assert ... } 
I know that he will succecd. 

(12) 

V ➔CS/ ---PP-S' 

V: { argue. agree ... } 

Thcy argucd with us that 
thcy werc innocent. 
They agrecd with us that it 
had bccn a mistake. 

v-+--Nr-s· 
V: {mform. pcrsuaQJ;_, ~on_yince ... ) 

They infom1ed mc that I was late. 

Thcy pcrsuaded mc that he was right. 

1.2. Strict subcategorization feature~. Thc rnlcs mcntioncd ahovc arc part of 
thc base component (and of dcrivations. thercforc). At thc samc timc, cach of thcsc 

rulcs _d(:/ines a_f1: . .11ture tbat charactcrizcs somc verb sulx-atcgnry: a subcatcgorizatton 
fc.a.tmc lll~!Lcatcs thc (minimal) framc in which somc lcxicaÎ 11cm is ,dlowcd to he 
;nscr1cd. Thc suhcatcgorization fi,atures arc ITl thc lexicon. as parts of an itcm ·s lexical 
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entry. Here are examples: the first feature is the categorial one, the second is the 
subcategorial one. 

(13) eat rely chirp inform 
read depend bark charge 
(+V ] [+V ] (+V ] (+V ] 
(+ -- NP] (+ -- PP] [+ - #] [+ -- NP--PP] 

Strict subcategorization features are syntactic; remember that a feature is 
syntactic when it mentions a distributional context/ property. Having examined the 
examples, we are in a position to give some of the important properties of 
subcategorization rules and features. 

l) Subcateggrization rules take into account DS contexts. These contexts may 
be modified 6y ~nsformations. There are, for instance, transitive verbs that may be 
used absolutely, because their object is deleted or phonetically null; compare: 

(14) a. He was writing a letter. 
b. He Iikes music. 
c. He is stil! breathing. 

a'. He was writing ". 
b'. *He likes. 

The surface context of write in (14a') is the same as that of the intransitive 
breathe. Yet, the verb write continues to be transitive, as shown by the possibility of -~ -- ------ - . . . * 
asking ~w_qş_}i~~l'"itjng , compared to the impossibility of What was he breathing. 

-- 2) Subcategorization takes into account the first phrase that contains the 
analysed category: it is local. In our analysis we have taken into account MV 
constîttierits, those which are selected by a particular verb and are essential for the 
syntactic and semantic well-formedness of any sentence containing that verb. On the 
other hand, there are many sorts of constituents, such as locative and temporal PPs or 
adverbs, manner adverbs, etc., whose occurrence is neither required nor excluded by 
the choice of a particular verb. 

(15) a. He obviously relied on her in the past. 
b. He obviously relied on her. 
c. He relied on her. 
d. *He relied. 

(16) a. He [saw her]MV[yesterday]A•P 
b. He has been [waiting for her]Mvlfor three weeks]PP 
c. He had [decided on the boat]Mv[on the train]PP 

In terms of the "Aspects" formalism, this difference appears as the distinction 
between MV constituents. and adjuncts outside the MV, apparent in the following 

PSR: VP -➔ Aux-MV-PP/AvP. Notice the analysis ofthe examples (16), illustrating 
this rulc. 

3) Stdct subcategorization features (and rules) are finite in number. The range 
of possible subcategorization features is · entirely determined by PSRs. Strict 
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subcategorization rules/features are typical examples of syntagmatic relations, relations 
in praesentia. 

4) Strict subcategorization features are not entirely predictable from the' 
meaning of an item. Nearly synonymous verbs in one language ( e.g., await, wait for in 
English) may exhibit different frames; translational equivalents may also have different 
subcategorial features (e.g., wait [-- PP] vs. a aştepta [-- NP]). 

This is why strict subcategorization pertainsto thţJ91n1al / syntactic meaning 
of an item; a subcategorization feature indicates a mode ~l consfiuctfon for a 
syntagm/sentence containing the respective lexical item. Knowledge of the 
subcategorization frame is an essential aspect of one's knowing a word, likewise words 
of a foreign language are best leamed and ~ught in a minimal syntagm, which is 
precisely the item's subcategorization frame. 

(17) s 
NP-- ---.VP 

Aux-- ---- MV v.-::--
Remark. Notice that verbs are subcategorized in terms ofthe number and types 

of objects they take; the subject is not mentioned; first, the subject is externai to the 
MV phrase which introduces the lexical category in the derivation [see (17)]; secondly, 
the subject is obligatorily present in a sentence being one of the major immediate 
constituents ofthe sentence S➔NP---VP. 

(5)Strict subcategorization applies to all parts of speech (see below). 

@selectional rules and selectional restriction features. 
Se\ectional rules introduce semantic features in the description. Some 

semantic features are inherent and characterize the meaning of a given item without 
reference to a context: water [+liquid], milk [+liquid], teacher [+Persan], realize 
[ +achievement], etc. Other semantic features are contextual. They impose limitations 
on the semantic context where an item can be inserted. These contextual features refer 
to the combinatorial power ofthe lexical items and are of more intcrest to the grammar. 
These are the so-called selectional restrictions. Again, we are dealing with rules as part 
of derivations, and also with selectional features as part of the lexicon. Selectional rules 
apply aftcr strict subcategorization rules and further rcfine the partition of verbs, 
nouns, etc. achieved by means of strict subcategorization; they do this by progressively 
introducing inherent and contextual semantic features, thus, converting the frame of 
grammatical categories into a frame of semantic features. 

Hcre are examples of selectional restriction rules for verbs. Notice that the 
verb imposes semantic constraints on both its subject and object. Whilc the PSRs 
provide a subject for each VP, they make no provisions as to the semantic features of 
the noun functioning as subject, which is why the semantic properties of the subject 
need to be specified by selectional rules/features. 
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(18) a.w ➔ CS/ [+Animate]...,----[+edible]NP 
b.a,sw:t ➔ CS/ [+Animate, +Person]...,----[Proposition].-

On the basis of such rules, we define selectional features, the famous 
selectional restrictions; in the "Aspects" model, selectional restrictions are part of a 
predicate's lexical entry. In the lexical entries below a notational distinction was 
observed between the inherent semantic features of an item (e.g., believe (+state), idea 
(+abstract) and its contextual featwes (selectional restrictions), i.e., the semantic 
constraints it imposes on the neighhouring items; the selectional restrictions are 
enclosed between angular brackets (cf. Katz (1963)). 

(19) a.~ 
[ +V] 
[ + --- NP ] 
[ + (accomplishment)] 
[ + <[(+Animate)]"' -- [(+edihle)NP]> 

b.~ 
[+V 
[ + --- s 
[+(event)] 
[+<[+animate, personal]"" -- [proposition]5• > 

The following properties of selectional ruleslfeatures should also he mentioned. '• 
l) One of the two categories which contract the selectional relation is said to 

he se/ectional/y dominant, which means that this category transfei-s its inherent 
semantic properties on to the category it comhines with, ensuring a certain semantic 
congruence of the construction. lt is CWTently asswned that predicates (i.e., verhs, 
adjectives) are selectionally dominant, imposing restrictions on their ohjects and 
suhjects, securing the semantic coherence of the whole predication. In more recent 
terms (cf. Chomsky, (1981), predicates are said to s-select their argwnents (where 
" s-selection" means semantic selection). 

2) While strict suhcategorization features enumerate admissihle sequences of 
lexical categories, selectional restrictions deal with selecting members helonging to the 
specified lexical categories. Givcn a V NP sequence and some verb which is [ -- NP], 
selectional features determine a paradigmatic set of nowis that may he objects of that 
verb. Hence, selectional rules establish paradigms of semantically compatible items in 
an "either-or" relation. They are best viewed as means of establishing paradigmatic 
relations, in absentia, and paradigmatic classes (cf. Bruck,1978). 

3) Since selection involves semantic fea/ures, and the range of relevant 
semantic features is potentially vast, if not infinite, the set of rules introducing semantic 
features is not finite and these rules have not becn stated with any accuracy in the 
literature, in spite of considerable efforts to do so in the late sixties. Inde~d. attempts to 
precisely state selectional restrictions are doomed to failure, given the pervasiveness of 
metaphor, and generally of figurative meanings in natural languagcs. Scntences which 
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blatantly violate selectional rules and ought to be ruled out for semantic reasons may 
become meaningful (i.e., interpretable) if they are embedded in a sufficiently large 
discourse. Jakobson must have been greatly amused when he proved that Chomsky's 
paradigm example of meaningless sentence Colourless green ideas sleep furiously 
could be shown to be frought with poetic meaning, in fact. 

The place of se/ectiona/ ru/es - i.e., of a mechanism which guarantees the 
semantic congruence of phrases/sentcnces - is in the semantic and pragmatic 
components of the grammar. In the remaining of this book, we will use the term 
'subcategorization rule/feature' on/y to design;te strict subcategorizataion rule/featu~ 

4. The lexical entry and lexical insertion in 'Aspects' 
Part of knowing one's language is possessing a vocabulary or list of words. 

This list of words is called a lexicon ijnd it consists ,of_a set _of_entries1, one for each 
word or rather formative. The lexicon is part of the_ q~se component of the grammar. 

Grammatica/ formât{.;;~- are simply listed in the lexicon with their 
phonological matrix. They appear in -the rules of the grammar. The lexical entry of a 
lexical formative is more complex; a lexical item is described as a complex symbol 
offering the following types of ;nformation about an item: 

a) The phonological information about an item takes the form of a 
phonological matrix; e.g., cal 1k zt /. 

b) The morpho/ogical informa/ion may indicate that a certain noun or verb is 
irregular, whether a certain formative is a free or a bound morpheme, etc. 

c) Semantic information - i.e., information about a word's (descriptive) 
meaning may be viewed, for the time being, as a set of (inherent and contextual) 
semantic features which are true of the referent of that lexical item: bache/or [+male] 
and [+adult] and [married]. As research into semantics advanced, the format of 
semantic description has changed considerably and bas come to be more structured than 
a mere set of features (see Jackendoff 1983, 1987, Putnam 1975 a.o.), but this is not the 
object of our discussion now. 

d) We have a considerably better understanding of the syntactic information 
that should figure in a lexic:al ~.try; this information bas the fo~ of a set of syntactic 
features, necessarily including ~ categgnalfeature (e.g., +N, +V) and one or mure than 
one subca_tegorial features (e.g.~-[+ - NP]), as shown above. In addition, as long as 
grammars were conceived of as systems -of rules, it was sometimes necessary to indicate 
in the lexicon that a certain item did fall under the application of a !-'articular lexically­
govemed rule; this was done by means of a rule:feature. The lexical entry for come 
may contain the rule feature [+There - Insertion], showing that a sentence like: There 
came a gir/ is possible. 

The lexicon is nothing but a more systematic and complete dictionary. When one 
thinks ofthe lexicon vs the grammar ccrtain differences immediately come to mind. 

The grammar cxpresses the regularities of a language, the lexicon is the 
repository of what is exceptional and idiosyncratic in a language (the part that bas to 
be lcamed). 
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Psychologically, the lexicon is a more tangible entity than that grammar, 
because speakers are aware that they know and use words, but they are hardly aware 
that they know and use rules of the grammar. lt would increase the plausibility of the 
grammar if it somehow made the best ofthe information contained in the lexicon. 

4.1. At last we are in a position to prcscnt the last stages in the generation of a 
. DS in an "Aspects" grammar; such a generation procceds through a sequence of types 
of rules, starting with PSRs. As the derivation progresses, subcategorization and 
selectional features are i~ed· ·under the lexical cat..:gory symbols, through the 
application of subcategorization rules, which form and expand the complex syippols. 
The last stcp is lexical ins~~t_ion; lcxtcal insertion inserts, for cach complex symbol in 
the preterrninaI string, a lexical formative whosc complex symbol is not distinct from 
that of the givcn complex symbol. (Two complex symbols arc not distinct if there 
is no feature which is positively specified in one symbol and ncgatively spccified in 
another. Thus, if the preterminal string of some PM has a symbol CS [+N, +Det---, 
+Common, +Human], we can substituie for it any itcm in thc scries: boy, man. teacher, 
a.s.o. which is characterized by the same matrix of syntactic and semantic feature. 
Herc is an cxample. 

(20) 
s 

NP---VP 
N Ă~x ________ -- - Mv 

[,..N[ T,____M v-------NP 
I+ - t! c'd may [~VI Det · _./ --N 
[+Comn1on [+ - NP] [+Detj [+N J-
1 °Abstra<:tj [+acwmplishmcnt]that [+Dct-- J 
I _ [+<[Abstract! --) r+common) 
sm<:cnty +--[Animatc),.,-p >] [+Animatei 

! [+Human] 
frighten [+Male] 

[-Adult] 

I 
QQ):' 

4.2. A more technical resuit. English is a context-sensitive language. 
Cirammars arc formally classified in tcrms of the kind of rules they contain, and the 
languagcs gcnerated by these grammars can likewise be classi fied in terms of thc types 
of rulcs that generate thcm. 

Jt has been shown (Kimball, 1972) that context sensitive (=CS) grammars have 
grcatcr generative capacity than context frec (=CF) grammars, since there are 
languagcs gcncrablc by CS, bui noi by CF, grammars. At thc same time, it is 
immcdiatcly obvious that CF grammars arc a subset of CS grammars. As shown in 2. 
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above, a CS grammar typically bas rules of the fonn A ➔B/X-Y (the canonical fonn of 
subcategori7.ation rule). If we simply let X and Y be null for all the rules, we obtain 
rules oftype A ➔ B, that is, CF rules. Since subcategorization rules are required in the 
grammar of English, we may conclude that English is not a context free, but a context 

sensitive, language. 

S. Two ei:ercises in subcategorization 
1n the last section of this chapter, we will present a few more interesting 

examples of subcategorization. The purpose of these descriptions is, on the one hand, to 
provide data for future generalizations, and, on the other hand, to introduce some of the 

puzzles that may arise in the description of various languages, as well as to illustrate 
the kind of answers to such problems that this framework can provide. Now and in later 

chapters, data from other languages than English (and Romanian) will be brought in, 
both because some linguistic property is not so clearly manifest in English or 
Romanian, and because it is interesting to prove that a theory that claims universality is 
really applicable to the data of more than one language. 

5.1. A second look at transitivity: Unergative, Transitive, and Unaccusative verbs. 
The familiar distinction of transitivity means to distinguish between verbs with 

one obligatory argument, the subject, therefore, verbs that occur in the configuration NP 
- #, and verbs that minimally need two arguments for a well fonned predication, verbs 
which occur in the configuration NP - NP . Recently, researchers have become 
increasingly aware of a clear lack of homogeneity in the behaviour of intransitive verbs 
(cf. Perlmutter (1978), Hoeckstra (1989), Burzio (1986), Grimshaw (1990) a.o.). What 
happens is that the distributional properties of the intransitive verbs show that their 
unique argument sometimes behaves like a subject, while other times it behaves like a 
direct object, so that the behaviour of this latter class of intransitive verbs is similar to 
the behaviour of transitive verbs. Taking advantage of the existence of two levels of 
syntactic description (D-Structure, S-Structure ), the hypothesis was made that for the 
first class of intransitive, also called unergative intransitives or simply unergatives, the 
unique argument is a subject în the D-Structure, as well as în the surface, in a 
configuration like (21a). For the class of intransitives that share some of the properties 
of transitives, also called unaccusative intransitives or unaccusatives, it may be 
assumed that their unique argument starts out as a direct object, in the configuration 
(21 b). These verbs then share the subcategorization feature [ - NP] with transitives, and 

this accounts for their similarity. The name "unaccusative" suggcsts that thesc verbs 
cannot assign the Accusative case, this is why their underlying objcct ends up bcing a 
subjcct; i.e., it is assigned Nom case, it detennines verb agreement, it may or must 
move to subject position. Thc binary transitive/intransitive contrast is rcplaced by a 
tripartite division into unergative, unaccusative, and transitive. 
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(21) a. unergative intransitive 

s 
NP-- --VP 
I 

ex 
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b. unaccusative intransitive (ergative) 

s 
NP __. -----VP 

V--- --NP 
I 

ex 

C. transitive 

s 
NP--·--VP 

I -------ex V 1;'W2 
~ 

NP--

-- NP 

s 
NP--- -VP 
~ V----NP 

t l 
NP1 -- NP2 

A variety of grammatical processes that systematically distinguish 
unaccusative verbs from unergative verbs is now well documented in a wide range of 
languages, Romance and Germanic languages included. The facts that will be quoted 
come from Dutch, Italian and, when possible, from English and Romanian. lt is worth 
mentioning that the unaccusative/unergative behaviour of a verb is not predictable from 
its meaning, at least not with any accuracy. Here are a few English examples: 

(22)unergative verbs: cry, cough, exercise, fly, laugh, run, swim, etc. 

unaccusative (ergative) verbs~,:~se, ~1. c~~• ~ţJl, :'_anish., etc. 

The most we can say is that the unergative/unaccusative difference correlates 
with event types: unaccusative verbs tend to be change-of-state verbs, while unergatives 
tend to be activities; yet, this characterization is not very reliable, since the aspectual 
class of a verb considerably depends on its use in a particular type of sentcnce. The 
distributional differences between the two classes of intransitives are much sharper. 

3.1.2. In languages like Dutch, German, Italian, a.o. the distinction between 
unaccusative and unergative predicates is manifested in the choice of the perfective 
auxiliary. Unaccusative predicates select G. sein/ D. zijn/ I. essere(=be), while 
uncrgatives select G. haben/ D. hebben/ I. avere(=have) just like transitive verbs. 

(23) Dutch. a.dat Jan valt 
that Jan falls 
b.dat Jan gevallen is 
that Jan fallen is 
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Italian. LGiovanni arriva 
Giovanni urivcs 
b.Giovanni c urivato 
Giovanni is urived 

(24) Dutch Ldat Jan lacht 
tbat Jan laugbs 
b.dat Jan gclacben beeft 
that Jan 1augbed bas 

Italian a.Giovanni telefona 
Giovanni telepbones 
b.Giovanni ba telefonato 
Giovanni bas telepbooed 

(25) Dutcb. a.De beb bet vcrbaal geboord 
I bave the story bcard 
b.dat ik bet vcrbaal gehoord beb 
that I the story beard havc 

Italian. a.L'artigleria affondoduc navi ncmicbe 
Thc artillecy sank two cncmy sbips 
b.L'artigleria ba affondato due navi nemicbe 
The artillecy bas sunk two cncmy ships 

The similarity betwecn unaccusative and transitives follows from their sharing 
a subcatcgorization feature [ - NP]. Howevcr, it is not a coincidcncc that in languages 
likc Italian or Dutch, unaccusativcs select in thc perfect thc samc auxiliary that is uscd 
to form the passive: I. essere/ D. zijn. 

(26) Italian. Passive 

Unaccusative in the pe~ect 

Maria e stata accusata 
'Mary has been accuscd.' 
Maria e arrivata. 
'Mary bas arrived. · 

Passive and unaccusative constructions also share one propcrty; in both cases, 
the subject is a former objcct. Thus, auxiliary selcction is structurally motivated. 

3.1.2. A second fact refers to ability of using a verb's past_ participle as an 
adjective. In English, Dutch, Romanian, etc. past participles of transitive verbs can 
normally be employed as adjectives. Hcrc arc a few cxamples: 

(27) .Englj__sh. A broken promise, a well--cut coat, a beaten child, the tom shirt, a 
bctter educated person, the written word, the oppressed pcople, the 
er.forced restriction, the newly publishcd edition, etc. 
Romanjan o promisiune c4lcată, o haină bine croită, un copil bătut, o 
cămaşă ruptă, cuvântul scris, poporul asuprit, etc. 
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The past participles of intransitives behave in a non-unitary fashion, some can, 
and some cannot, be used as adjectives. Past participles of unergatives are not used as 
adjectives, while unaccusative verbs allow the adjectival use of their past participles. 
Here are illustrations; Dutch examples will be provided first, in order to relate this 
property to the preceding one (perfect auxiliary selection). 

(28) a.de kinderen zijnjong gestorven (unaccusative verb) 
The children are young <lied 
b.de jong gestorven kinderen (adjectival participle) 
the young <lied children 

(29) a.de kool is sneel gegroeid (unaccusativc verb) 

thc cabbage is fast grown 
b.de sneel gegroeide kool 
the fast grown cabbage 

(30) a.de man heeft gelachen (unergative verb) 
the man has laughed 
• b. de gelachen man 

the laughed man_ 

(31) a.de kindercn hcbben gcdanst (uncrgative verb) 
the children havc danced 
b. • de gcdanste kindercn (the adjectival usc of thc participlc) 
thc danced children 

In English too, the -ed participle of certain intransitive verbs can also bc 
c.:onvcrtcd into an adjective. An cxamination of thc intransitive verbs which may 
undergo this process revcals that they arc unaccusativc vcrbs. Compare the participles 
in (32a), which are derived from unaccusativc vcrbs, with those in (32b), which arc 
derivcd from unergativc verbs. 

(32) a. a wilted lettucc, a fallen lcaf, a collapscd tent, burst pipcs, rottcd 
railings, swollen feet, vanishcd civilizations, newly-arrived customer . . . . . . 
~- a _run m_an, • a caughcd pat1cnt, a swum contestanl, a flown pilot. 

a cncd ch1ld, a laughed clown 

In Romanian, even if one kecps out of thc class of intransitive reflexive vcrbs 
for tht: timc bcing, contrasts like thosc in (33a-b) arc still tobe found .. 

( 33) a. (unaccusativc) om veşnic plecat, scrisoare recent sosită, musafir 
abia v"'1t, copil adormit 
h. (unergative) • copil dormit, • clovn r,îs, • om respirat (compare: aer 

resrnrnt. hascd on the transitive verb) 

As to thc intcqm:tation of thcsc facts, thc hypnthcsis that unaccusativcs and 
tra11sit1ws havc undcrlying objects bcing subcatcgorizcd for I - NPI. allows onc to state 
an elegant ge11eral1zat1011 regarding thc derivation ofadjcct1vcs from past part1c1plcs. 
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(34) Past participlcs of verbs may be used as adjectives (predicates) over neuns 
which correspond to the initial direct object ofthe verb. 

It is then expected that past participles of transitive verbs and of unaccusative 
verbs will behave in the same way,·and it is understood why une~gative verbs behave 
differently: they do not have an initial direct object. 

3.1.3. In Italian, there is one more clear test that identifies unaccusative verbs. 
This test involves the use of the pronominal clitic NE (of them). NE appears m 
preverbal position but it binds a quantifier like molti (many), due (two), etc., in 
postverbal, object position. 

(35) Maria ne invitera due 
Mary of them will invite two 
'Mary will invite two ofthem' 

Trying to establish the distribution of NE, we find that NE can only bind a 
postverbal NP, moreover it can only bind a postverbal NP which is a direct object. 
This is why (36a) is well formed, while (37a), where NE binds an indirect object, or 
(37b-c), where NE binds a preverbal subject are all ill-formed (Examples are due to 
Burzio ( I 986)). 

(36) a.Giovanni ne invitera molti 
Giovanni of them will invite many 
'Giovanni will invite many ofthem' 

(37) a. *Giovanni ne parlera a due 
Giovanni of them will talk to two 
'Giovanni will talk to two ofthem' 
b. *Molti ne arriveranno 
'Many ofthem will arrive' 
c. * .Molti ne telefoneranno 
'Many ofthem will telephone' 

Italian is a language that allows inverted (post-verbal) subjects. Given that, one 
would ·expect NE to be possible with postverbal passive subjects, an expectation which 
is borne out. 

(38) a.Molti esperti saranno invitati 
'Many experts will be invited' 
b. *Molti ne saranno invitati 
'Many ofthem will be invited' 
c.Saranno invitati molti esperti 
Will be invited many cxriert~ 
'Many ofthcm will bc invi1ed' 
d.Ne saranno invitati molti 
'Many ofthcm will be invited' 
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Sentence (38b) is ruled out because the subject is preverbal; sentence (38d) 
is ruled in because both conditions on the use of NE are fulfilled, the passive subject 
bas retained postverbal position. The passive subject is an underlying direct object. 
Next it is found that NE can also bind the inverted subject of some (but not all) 
intransitive verbs. 

(39) a.Ne arrivano molti 
Of them arrive many 
'Many of them arrive.' 
b. *Ne telefonano molti 
Of them telephone many 
'Many ofthem telephone.' 

Again, the subjects of the two intransitive verbs arrivare, telefonare behave 
differently. Ifwe want to maintain the generalization that NE refers to a post-verbal NP, 
wh.ich is an (initial) direct object, we must hypothesize that the (postverbal) subject of 
arrivare is an initial direct object, i.e., arrivare îs generated in the configuration (21b), 
typical ofwhat we called unaccusative or ergative verbs. The occurrence of NE with an 
NP proves that NP to be an (underlying) object; at the same time, the occurrencc of NE 
with an intransitive verb shows that the respective intransitive verb is an unaccusative 
verb. Intransitive verbs like arrivare do not have any lexically related or identica! 
transitive counterpart: thc.y cannot be ·used _transitively. On the other hand, in languagcs 
like Italian and English, there is a large number of verbs that have both a transitive use 
in a (surface) AVB structure, and an intransitive use in a surface BV structure. 

(40) a. L'artigleria affondo due navi nemiche 
b. Duc navi nemiche affondarano 

(41) E a. The artillery sank two enemy ships 
b. Two enemy ships sank 

The verb has the same meaning in both its transitive and its intransitive use; 
moreover, the semantic relation between constituent B (due navi nemiche I two enemy 
ships) and thc verb is the same, even though B is an objcct in examples (40a), but a 
subject in (4ob). The intransitive verb in (40b) bchaves likc an unaccusative, it selects 
essere in the perfect, unlike its transitive counterpart, and it allows ne cliticization. 

(42) a. Due navi ncmiche sono affondati. 
Two ship encmy are sunk 
'Two enemy ships have sunk' 
b. L 'artigleria na affondate duc navi nemichc 
'The artillery has sunk two enemy ships' 
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c. Ne affondarono due 
Of them sank two 
'Two ofthem sank' 

We will assurne that the verbs which exhibit an AVB/BV altemation have both 
a transitive and an unaccusative use, as shown in ( 43a, b ). This hypothesis provides a 
natural explanation for the intuition that the relation between constituent B and the verb 
is the same, despite the change in grammatical function. The unaccusative verb cannot 
asign the Ace case and this is why the underlying object acquires the Nom case of the 
subject. Transitive/unaccusativc (ergative) pairs are a typical feature ofEnglish. 

(43) a. S 

NP~VP 
I V ----NP 
L'artigleria iffondo dtie navi nemiche 

The artillery sank two enemy ships 

b. s NP ________ VP 

I 

[e] Y -- ---NP 
affondarano d~e navi nemichi: 
sank two enemy ships 

3.1.4. While as long as propertics typical of direct objects are referred to, we 
expect a similarity between transitives and ergatives, because both have underlying 
objects; if properties typical of underlying subjects are dealt with, we expect a 
similarity between transitive verbs and unergatives; this time, because both have 
underlying subjects; this is indeed the case. An example is offered by the so-called 
impersonal passivcs of Dutch; some intransitive verbs (the unergatives) may be 
passivised like the transitives (and unlike the ergatives): 

(44) a. Er werd de beie avond door een van de kinderen gehuild (unergative) 
There was the whole evening by one of the children cried 
b. Er werd in dere kamer vaan geslapen (unergative) 
There was in this room often slept 
c. *Er werd dom: de kinderen in het weeshuis erg snel gegroeid 
There was by thc children in this orphanage very fast grown 
d. *Er werd door het water snel verdampt 
There was by the water fast evaporated 

Notice that cry (44a) and sleep (44b) are activity verbs, rather than change or 
state verbs like grow (44c). As known, passivization is an opcration 011 the argument 
structure of the verb; one obligatory effect of passive morphology is that the verb's 
subject is dcmoted, it will appear as an adjunct (thc by-phrase). But this can happen 
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only ifthc verb bas an underlying subjecl Hence, ooly those verbs that have underlying 
subject arguments allow passivisation. Transitives and unergatives meet this coodition, 
but not unaccusatives. Thus, the fmer grained classification of verbs ioto 
unergativc/transitivc/ergativc/or unaccusative - wbich is possible in a descriptive 
framework that allows for more than one Qevel of) syntactic representation - provides 
adequate solutions to a variety of empirical problems. 

_.. 3.2. Thc subcatcgorization of EngJjşh Prq,ositions and Adjcctivcs. So far, we 
have only been conccmed with verb subcatcgorization; we would lilce to extcnd this 
discussion to other parts of speech in English. This will be a useful descr:iptive exercise 
and it will allow us to latcr draw more general cross-catcgorial conclusions regarding 
phrase structure. 

3.2.1. Subcatcgorizing EngJjsh p~positions. Romanian lcamers of English 
havc long been puzzled by the existence in English of a part of speech that is inexistent 
in Romanian: the catcgory of particles. More recent accounts of particles, starting with 
Jackendotrs (1973), seminal work on wbich we mainly draw in what follows, have 
convincingly argued that particles should be analyzcd as a subcategory of prepositions, 
rather than as a distinct part of speech. Lct us review the evidence that particles and 
prepositions belong to the same lexical catcgory, which might as well include certain 
time and place adverbs, like here, there, now, etc. 

a) Particles, prepositions and such advcrbs subcategorize the same vcrbs. 

( 45) Put the books down/ on the desk/ there 
She was lying down/ on the bed/ there 

b) Prepositions, particles (and certain adverbs) have common specifiers, such 
as the adverb right. 

(46) He kcpt drinking right until midnight (right + PP) 
The boy carne right from the storc 

(47) I remember I put it right down (right + particle) 
Come in bere, right away ! 

(48) You stay right bere (right + certain placc/time adverb) 
Come bere, right now ! 

Moreover, right does not modify manner adverbs and adjectives, so this 
specifier is characteristic oflocative (and (some) temporal) PPs. 

(49) *He drove right carefully/slowly/well. 
•she is right pretty. 

c) Prepositions, particles (and certain adverbs) may all occur in specific 
syntactic constructions: sentences with inversion (50), and also characteristic 
excla·mative elliptic inverted structures (51 ). 
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b.In he ran. 
c.There you gol 
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Out of the room he walked 
Out he walked. 

(51) a.Offwithherhead! 
Down with injustice! 
Overboard with the traitors! 
b.lnto the dunjeon with the traitors! 
To hell with this assignment! 

A non-argument, but, nevertheless, a broad hint that particles and prepositions 
might belong to the same part of speech is the fact that many prepositions and particles 
are homonymous (e.g., across, about, around, by, down, in, out, up, through). Let us 
tentatively assume that particles are a subclass of prepositions. The suggestion is to 
analyze particles as intransitive prepositions. Therefore, we will asswne that the lexical 
category 'preposition' is subcategorized for transitivity, into the following 
subcategories: 

a) always intransitive prepositions; this is the class of forrnatives that can only 
function as particles; these cannot take an object NP, e.g., away, forth. aside. The 
subcategorization rule and the corresponding feature are given in (52); 
subcategorization regards the structure of the minimal phrase containing the P, i.e., the 
category PP. 

(52) p [ = Prt ] ➔ cs / --# aside: [ + --# ] 
e.g., to jwnp aside, to come forth, to go away, to lay smth aside, to fire the 
questions away, to put a proposal forth 

b) always transitive prepositions; these are the formatives that must be 
followed by an NP, being used only as prepositions, as indicated in (53), e.g., at, of 
with.for, into. 

(53) P ➔ CS / - NP at: [ + -- NP) 
e.g., to look at, to wait for, to do with, to take care of,etc. 

c) prepositions that have both transitive and intransitive uses, this is the class of 
formatives which are both prepositions and particles, e.g., ~. iU2Q!.11, by, d,mm, in, 
QlU, through,a.s.o. 

(54) P➔CS / - (NP) down: [ + -- (NP) ] 
e.g., to walk across (a room), to standby (one's friend), to hang around 
(a place), come down (one's high horse), etc. 

In addition to being sensitive to transitivity, prepositions are like verbs and 
unlike nouns and adjectives, in their ability to directly relate to an NP; in English, 
nouns and adjectives relate to NPs only through prepositions: through him//ike him vs. 
fond of himlinterest in him. 
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d) Less frequently mentioned is the fact that prep9sitions may govem 
PPs, therefore, some prepositions are subcategorized as in (55), e.g., out, /rom, until. 
round, because. 

(55) P ➔ CS / - PP because: [ + -- PP ] 
e.g., because ofhim, to wait until after the war, tobe from near St. Louis. 

We ought to also acknowledge the existence of the following rule Prep ➔ CS / - NP 
PP. This would account fo. a large nwnber of productive idiomatic PPs:from [day]NP[to 
dayJPP.from [head]NP[to footJ,., etc. The lexical entries of prepositions will, therefore, 
contain subcategorial information. 

A problem arises in the case of complex (transitive) verbs. Since particles are 
supposed to represent intransitive prepositions, and, consequently, the syntactic 
category PP, a complex verb (i.e., a verb with particle) appears as a discontinous 
constituent, V - [Prt]PP, leaving a place for the Direct Object. The advantage of this 
view is that this structure is the only one which accomodates both pronominal and 
nominal DOs, look [the word]up, look [it]up, but • rook up it, /ook up the word. When 
the object îs nominal, not pronominal, the particle may be assumed to move next to thc 
verb: look the word up => look up the word. This movement illustrates a conunon 
phenomenon: one lexical head, the preposition, moves next to another lexical head 
which governs it, the verb, and the two form one syntactic constituent (we will 
subscript the particle and the verb, to show that they form one wut). 

(56) Particle Movement (or Preposition Reanalysis) 
V - NP - [P]pp => V, + P, - NP 

The fact lhat there are constructions where the particle and the verb form one 

wut explains the fact that the meaning of the verb and the partide may merge to a 

greater or lesser extent. Preposition reanalysis also takes place in the case of 

intransitive prepositional verbs: look for, look after, etc.), in case the object moves 

(since objects are not normally allowed to move out of Pps). 

(57) a. They (looked for ][the child ] The child was looked for t 
b. They fell [into silence] •Silence was fallen into. 

Prepqsition reanalysis" is a marked option of English, wiavailable in languages 
like Romanian, French, etc .. This analysis is, however, not entirely satisfactory; for a 
different view on verbs and particles, see Johnson (1991) 

3,2,2, Subcategorizjng EngJjsh adjectives. A first strict subcategorial feature 
distinguishes between adjectives that may not occur prenominally, and occur only after 
link verbs (predicatively) or in postnominal position in nominal phrases (i.e., man 
interested in art). 

Most adjectives occur both prenominally and predicatively (e.g., uncertain 
weather; · the weather is uncertain). Attributive adjectives a·ccept the subcategorial 
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context [-N]. Most adjectives appcar in this position (c.g., beautifuJ dogi bigflea, etc.). 
Somc adjectivcs can only bc attributive: among them thcrc arc restrictive or 
intensifying adjectives (.sheer, utter, utmost, only, mere, pure. alleged. chief. 
consummate), temporal and modal adjectivcs (fature, former, late, occa.sional, pre.sent, 
current, .sure, born), adjcctivcs rclated to manncr advcrl>s, which mostly occur with 
deverbal nouns (heavy smoker, heavy eater, early ri.ser, new comer), a fcw noun-bascd 
adjcctivals (chemical engineer, rural policeman, etc.). · 

(58) an uttcr confusion 
the only troublc 
thc allcgcd linguist 
thc formcr king 
a bomloser 

• thc confusion is utter 
• thc trouble is only 
• thc linguist is alleged 
• the ki.ng is formcr 
• the loscr îs bom 

Predicative adjectivcs accept (at lcast) the subcatcgorial context [Vcop -1..v, 
(e.g. He i.s .sad I He loo/a intere.sted I He wenl mad). Again, thcrc is a rcstrictcd 
class of formatives which occur only prcdicatively (arul (possibly) postnominally) -
ablau, afire, awash, a.stir,a.sleep, touched. rife (e.g. The deck wa.s awa.shl • an 
awa.sh deck). 

What îs more relevant from thc point of view of a cross categorial comparison 
' is the subcategorization of adjcctives function of their object-ta.king possibilitics. As 

alrcady mentioned adjcctives do not govem NPs, but only PPs. Thcrc are 'intransitive' 
adjectiveş. i.e~, 'those which take no objects and subcategorizc for thc null context, c.g., 
red, small, tal/. 

(59) A-+CS/- # red: [ + -- #] 

There are 'transitive • adjectives, i.e., those which may or must bc followed by 
a PP; e.g. forul, aware, a/raid, interested, content, proud, satisfied. 

(60) A-+CS I - PP fond: [ + -- PP ] 
He îs fond ofhis wifc / *He îs fond 
He îs satisfied (with bis lot) 

lt îs intcresting that therc arc also "unaccusative" adjectives, the adjective 
occurs în two sbucturcs, and the same argument îs realized either as a PP, with the 
default preposition of. or as a subject, e.g.&certain, sure (cf. Stowell (!991)). 

( 61) Sticccss was ccrtain [ - # ] 
Bill was certain of success [ - PP ] 
A bad resuit îs sure 
He is sure of a bad resuit 

There are adjectives that subcategorize for complement clauses: that-clauses 
or infinitives; e.g., confident, hopeful, indicative, thankful, ready, eager. 
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(62) A ➔ CS /--S' ready: [ + -- S' ] 
I was confident that I still existed for her 
She should be thankful that her son is alive 
She is ready / eager to go 

3.3. Concluding on the subcategorization of predicative lexical categories, we 
may say that satisfaction of the subcategorization frarne of Vs, Ps, As is a condition on 
the syntactic and semantic well-forrnedness of sentences containing those Vs, Ps, As 
Subcategorial inforrnation coded as a subcategorization frame or feature or otherwise is 
an obligatory component of each lexical entry. The subcategorial feature (like the 
categorial one) expresses the formal meaning of an item, that is, a principie of 
construction for any sentence where that item occurs as a constituent. Knowledge of an 
item 's subcategorial properties is obligatory for anyone that qualifies as 'knowing' that 
item. W e believe that the concept of subcategorization is an important and ultimately 
irreducible concept of recent syntactic theory (see below). In fact, validation of the 
concept of subcategorization is found in good lexicographic and teaching practice. 
Good dictionaries and good teachers always present words in the mimimal context 
needed for their proper use, e.g., one indicates charge smb with NP, exempt smb from 
NP, rather than charge, exempt, etc. 
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Chapter 5 

X-BAR THEORY 

1. An undesirable redundancy in the 'Aspects' model. 
In the presentation of subcategorization in the preceding chapter, the reader 

has probably become aware that there was a redundancy between PSRs and 
subcategorization rules, in the sense that subcategorization rules and features duplicated 
infonnation already contained in the PSRs. For instance, in the derivation in (1), the 
infonnation that the verb in PM (la) takes a DO and a PO is given twice: once in the 
PSR ( I b ), which rewrites the MV symbol, and a second time in the subcategorization 
rule that expands the complex symbol V and spells out its subcategorial property. 

(1) a. MV 
V -- ':::::::::-===--N-P--PP 

+V 
+[--NP~PP] 

b. MV ➔ v-NP .... PP 

c. V ➔ CS / [ --- NP"PP ] 

This redundancy had little to recommend itself, so it was desirable tbat either 
PSRs or subcategorization rules should be given up. At the same time, it was fel! that as 
components of lexical entries, subcategorization features characterised a tangible face! 
of a speaker's lexical competcnce, so that they stood a better chance of being 
psychologically real than PSRs. 

While we reviewed the subcategorization of Vs, Ps in English, it was apparent 
that there were important similarities in the intemal structure of phrases of different 
categories (MVs, PPs, APs). This state of affairs suggested thc possibility of 
gcneralizing ovcr the data and of fonnulating cross-categorial or rather category 
neurral syntactic n.les. These should indicate the general principles of phrase structure 
organization and should define parameters of variation regarding the organization of 
phrasal categories within a language or across languages. 

The UG subthcory which is concemed with the principles of phrase structure 
organization is called X' - theory (read x-bar theory). lt should be added that some 
version of phrase structure theory is included not only in the GB model, but alsa in 
mos! currcntly still employed syntactic frameworks, such as Generalized Phrase 
Strurture Grarnmar Lexical functional Grammar. Specific diffcrences in PS thcory 
rtsult from thc overall interaction of lile postulatcd components of these grammars. 
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2. X'-Theory. 
Thc intuitive idea of X'-theory is that phrases are built round lexical heads, 

they are projections of structure round lexical categories. 7.Hence, the central principie of 
endocentricity, which says that every phrase XP has ·ii: head x0 , which is a lexical 
category; or, if one Iooks at the same configuration from bottom to top, instead of from 
top to bottom, every lexical category x0 projects (a series ofsubcategories x0 , X' ... ) to 
·a· maximal projection xmax or XP. Secondly, it seems plausible to claim that 
constituents which are closely Iinked to the head x 0 - because the·y are selected by the 
x0 head and are mandatory elements of (minimal) phrases of type X - should be in the 
first projection ofthc head X'; in contrast, constituents which are less dependent on the 
head should be in highcr head projcctions X2 

... XP. Given the way subcategorization 
was characterized, it may be accepted that subcategorized constituents of some head x0 

are always in the first projection of x0 , X'. Two statements of X'-theory have been 
established so far: 

I) The principie of endocentricity 
a. Every phrase XP has an x0 lexical head. 
b. Every lexical bead x0 projects to a maximal projection XP. 

2) The first projection of some x0 , X' contains all and only subcatcgorized 
constituents, called complements ofthat head, i.e.: 

X' ➔Xo- Complements ......... 
Hcre are examples: 

(2) V'➔yo- NP We are nearing the medow. 

P' ➔ po - NP Near the meadow they built a house. 

The house was ncarer to thc meadow now. A'➔Ao~pp 

N'➔N°~ PP Neamess to the mcadow was the great virtue of our house. 

2.1. Outside the first projection, therc are the "specifiers" of the phrase, so that 
Chomsky (1970, 1981) proposes the following general scheme to represent the structure 
ofany XP: 

X" ➔Spcc~ X' · / 

X'➔~~ ~-C~~pl~rp.~_j 
C. 7 

o 
The term specifier is in need of clarification and thcre has been a great deal of 

ambiguity în its use in the literaturc. Some authors (e.g. Jackendoff (1977), Stuurman 
(I 985)) givc it a mor~ restricted syntactico-semantic interpretation, namely, the term 
2pecilicrs" refers to closed-class clements. such as detennincrs (4) or degrce words 
(iliustratcd in(50), which in some intuitive sense, specify thc reference (jf t1fo"fiead 
(phrasc). Hcre arc examples illustrating the schema in (3), under this interpretation of 
thc tc1m spccifier. 
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(4) 

11 O 

a. ~pictures ofmy brother 

N" ------Spec N' 
----- --I?P NI o 

D' 
iJo 
' 

pp r~-~ 
two pictures of my brother 

b. that
0

passion for music 
N" 

S~ec _..,...... ..____ N' 
DP N° --- --- PP 

0
1
0 I ~ 

that pass10n for music 

a. ratheihteased about it 
A" 

Spec / ·--- A' 

ĂvP A0 .- ---- PP 

I G ' Av' 
Avu 

I 

rathcr plcased about it 

b. sJvcry tall 
'-'f A„ 

SJlCC ---- ..__A' 

Av" l /--... 

Spec Av' 
AvP f>!v 0 

I ' so very 

Au 

tall 

lt should be emphasizcd that thc general principles of X' -theury concern 
hierarch1cal rclations (duminancc relations), nut linear ordcr (precedcncc rclations). 
Thc leti-right position of the complemcnts and of the speci ficrs is onc of thc 
parametriscd options of UG. Morcover, sincc any x0 projects to a maximal XP. and 
cach phrasc has only one hcad, it follows that all the non-heads of a phrasc, spccificrs 
or complcmcnts, arc YPs, i.c. maximal projections. Taking all this ioto account, 
thc schema (3) may bc rcwritten as (6). Thc star in:licatcs that more than onc Yl' 
may occur. 

(6) a. X" -➔ X'. YP* 
b. X· ·➔ x 0 , yp• 

\chc:ma ((ih) rcvcab a diffcrcnt, rurdy syntactic intcrpn.'tation of tlw tcnn 
~pct·1fin · A spcc1ficr 1s :111y phrasc YP which 1s a s1stcr to an X' cnnst1tucnt: any 

https://biblioteca-digitala.ro / https://unibuc.ro



111 

phra.sc whicb is not a complement. Herc is an example in whicb NPs act as specificrs of 
p•, A•, N• projections, to tbe left of tbc bcad, or as spccificrs of V' to tbe rigbt of V'. 
Examples (7a-c) have ·structure (Ba); (7d) is rcprcscntcd in (8b). 

(7) 

(8) 

L 

b. 
C. 

d. 

L 

Sbe movcd [[ two mctcrs J.. [ to thc ·1eft]...],... 

The river is [[many milcs].. [[longL]..L,. 
The alloy is [[two parts).. [[stecll.J.,.J.r. p• 
Sbe bad [[sccn bim.Jv. [sevcral timcsJ..Jw 

{
NPr°x:__x· ( X=P, A, N) 

QPJ Xo-- --yp 

b. X" (X=V) 
x•-- -{NP). 

Xo-- --yp QPJ 

QPs may also act as spccificrs cross catcgorially; and tberc is tbe same 
asymmtcry tbat wc noticcd bcfore: QPs occur bcfore Ps, Ns, As, but after Vs, as showu 
in (8a,b). Examples involving QPs are givcn in (7e-h). 

(7) e. He sbould move [ qp[much more] r-lto your right]],.. 
f. Thesc days,bc is [ qp[mucb lcss] .v[intercstcd in art]]A. 
g. He showcd [ qp[much more] ...[intcrcst in tbe paintiqslk-
h. He couldn't [[Iove bcr:Jv. [more than he docs~].,.. 

.. Specific(' bccomes a cover tcrm refcrring to a. great variety of constitucnts. 
While this broad, purely syntactic view of thc term spccificr (also ~ocatcd by Spcas 
( 1991 ), W ebclhutb ( 1992)) is likely to bc correct, ÎB agreemcnt 

0

with most litcrature and 
with schema (3) wc shall, at /east for English, use the term 'specifier · for pre-head 
constitucnts and cmploy tbe terms 'modifier' and 'adjunct' for posthcad constitucnts 
which are not complcmcnts. Thus, adjectival phrascs (man ta/Ier titan Alice). relative 
claU$es (man who ista/Ier titan Alice), etc. arc currcntly lcnown as 'nominal modificrs', 
while adverbial phrascs (nm [very fast], arrive [yesterday], certain PPs (.ree her [on that 

day],...), adverbial clauscs (see her [when he arrived]) go undcr the name of 'adverbials' 
or 'adjuncts' or 'verb modifiers'. 

What scems to matter is to keep distinct heads and complemcnts (argumcnts) 

on the one hand, from non-argumcnts. The argument/adjunct distinction will play a part 

in other modules ofthe grarnmar, particularly in stati~g restrictions on movemcnt rules. 

One point (on which agreement has not bcen reached (sec Speas, (1991)) is that, for 

certain categories, specifiers (in the wide acceptation ofthe term) may bc iterated, asin 

examples (9a,b), represented in (9c,d). 
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(9) a. 
b. 
C. 

112 

a fairly recent quite challengi~g description ofthis country 
He had waited for her in the rain for three hours. 

NP 
Det__. -N' 

~ AP --- --- N' 
f:rrly AP -- ----- N' 
recent q~te N° _.,,,,,.,..- -----

challenging description 

pp 

of this coffi'itry 

d. 
VP v·- --------------PP 

V' -- PP for three hours 
I 

v0 --PP P' 
~ait · f~her po_.- -- - NP 

in Det -- --- ~• 
the No 

I. 
ram 

Thus, nothing in schema (6) stipulates how many intermediate bar levels are 
allowed to exist. In fact, an even stronger statement can be made. Only the head x 0 

node and the maximal projection XP are theoretically significant categories of the grammar, 
in the sense that its rules and principles make reference only to heads and maximal 
projections, and these two categories can be precisely defined (cf. Speas 1991: 44): 

(IO) a. Minimal Projection: X = x 0 iff X immediately dominates a word. 

b. Maximal Projection: X=xmax iff for all Gs which dominate X, G 

,t:X ; for example, in (9d), the circled node is a maximal N projection, since the nodes 
that dominate it, P', PP, V are all different from N. 

The intermediate X'-level behaves like a sort of 'elsewhere' case, to which the 
principles of the grammar do not specifically refer. This is not to say that intermediate 
!"lrojcctions are not affected in the course of a derivation; on the contrary, they may be 
:oordinated (I lb), anaphorically referred to (12b), etc. But they are affected by those 
proccsses which are indiscriminate as to the levei of projection that they affect, and 
may operate an any constituent (head, intermediate projection, maximal projection). 
Herc are cxamples involving coordination and anaphoric substitution at all N levels: 

( 11) a. [ these [ old [[ men ]N, and [ women ]]N,]N. ]N .. 
b. [these [[stupid men]N. and [smart women]N.]N.]N .. 
c. [lthese stupid men]N .. and [those smart wo,men]N .. ]N .. 

(12) a. the [picture]N, of Julia and the [one]N, of Mary 
b. this blue [Cadillac with automatic gear transmission]N. and that red 
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c. Give me [a blue pencil]N„ ifyou have [one]N". 

1.2. Let us look back and ascertain the results of our discussion so far. 
PSRs were supposed to indicate the categorial constituency of phrases and also 

the order of these constituents. X' -theory bas completely given up individual rules 
which were surely language- and even category- dependent, in favour of a few general 
priciples: 

I. Endocentricity. Every x 0 projects to xmax_ 
2. The definition of minimal and maximal projection. 
The statements of X'-theory, summarized as (13a,b, where (13a) is the 

unordered version of (13b)) below, or as the more traditional, English-oriented (13c), 
merely regard dominance (hierarchical) relations; it is these general principles that are 
part of innate universal grammar, "part of the predisposition for language", to quote 
Humboldt's phrase. Word order pattems represent parametrized options and they are 
leamable on the basis of direct positive evidence, to which the leamer is exposed. 

(1"3) a. X'' ➔X' yp* , b. 
X' ➔X0 yp* 

' 
c. X'' ➔(Spec)~x•- (Adjunct) 

X' ➔X0"(Complements) 

X" ➔(Spec)~x• 

X' ➔X0- (Complements) 

The replacement of the base component - which was a complex system of 
context free, and context sensitive, rules, which were universal only in that their format 
was constrained by the formalism of UG - by a scheme like (13), in conjunction with 
parametrized word order statements, clearly illustrates what is meant _by saying that the 
conception of grammars as rule-systems is given up in favour of a conception of 
grammars as systems of principles and parameters. 

3. The functional structure of language. 
Since the principles of X' - theory do not indicate the particular constituents of 

any phrase, this information must be derived from other components of the grammar. 
Actually, it is generally the case that each element in a sentence t'epresentation should 
be licensed and thus justified by some subtheory of the grammar. This is the so-called 
principie of Full-Interpretation (Chomsky, 1986b). 

A case in point is the way in which the structure of the first projection, X', of 
some head x• is determeined. The constituency of the first projection follows from the 
lexical properties of the head, specified in the subcategorization feature(s), available in 
the lexicon. The complements are licensed by the lexical properties of the head, which 
is an unsaturated element requiring a certain nurnber of argurnents for saturation, and 
moreover requiring a particular morpho-syntactic coding of these argurnents (i.e. the 
cases or prepositions of the argwnents depend on the head's subcategorial properties; 
this is illustrated by contrasts like blame the accident on John. blame John for the 
accident, etc. 
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In fact, tbe same principie, wbicb states tbat lexical properties of a word 
determine tbe structure of any pbrase wbere it occurs, may be sbown to determine the 
structure of intermediate levei projections and maximal projections as well. 

Tbe general idea one could be building on, as suggested by Webelbutb (1992), 
is that languages have functional structure. The idea bas been forcefully expressed and 
fonnalized by Frege (1884), who elaborated a classification of linguistic expressions in 
tenns of their semantic and syntactic ( or combinatorial) properties. In "Function and 
Concept", Frege writes "Statements can be imagined tobe split up into two parts: one 
complete in itself, and tbe otber one in need of supplementation or 'unsaturated'. Thus, 
we split up a sentence like Caesar conquered Gau/ into Caesar and conquered Gau/. 
The second part is 'unsaturated' - it contains an empty place; only when this place is 
filled up with a proper name or witb an expression that replaces a proper name does a 
complete sense appear. Here too, I give tbe name "function" to wbat is meant by this 
'unsaturated' part. In this case tbe argument is Caesar (Frege, 1884, 146 f.)." And tbe 
samc idea about saturation occurs again in the following passage from "Concept and 
Object": "not all the parts of a thought can be complete, at least one must be 
'unsaturated', or predicative, otberwise tbey would not bold togetber. For example, tbe 
sense of the phrase the number 2 does not bold together witb that of the expression "tbe 
concept prime number" witbout a link. We apply sucb a link in the sentence The 
number 2 falls under the concept prime number; tbe link is contained in the words "falls 
under", which need tobe completed in two ways - by a subject and an accusative; and 
only because tbeir sense is thus 'unsaturated' are they capable of serving as a link. Only 
when they bave been supplemented in this two-fold respect do we get a complete sense, 
a thought." (Frege 1984, 143). 

We will adopt Frege's idea that we conceptualize wbat we talk about in terms 
of objects and properties of objects, or relations between tbem. Furtbermore, we will 
assume (as also done in categorial grammars) that UG grammaticalizes this division 
into objects and properties/relations, by making available substantive universals tbat 
define eacb linguistic expression eitber as syntactically saturated or as unsaturated. On 
Frege's account, complete or saturated expressions are of two types: proper names (i.e. 
(very) loosely speaking NPs) and sentences. Botb can pick up referents in tbe world: 
objects or individuals in the case of proper names (e.g. tbe proper name 'Napoleon' 
refers to tbe bearer of the name Napoleon), and (true or false) states of affairs, in the 
case of sentences. One interesting semantic consideration as to wby proper names, 
rather tban predicates, sbould be viewed as complete expressions comes down from 
Aristotle (cf. Dummett (1973)); Aristotle compares substances (i.e. proper names) and 
qualities (predicates), and notices tbat a quality bas a contrary, tbat is to say tbat for 
any predicate, there is another predicate, wbich is true of just tbose objects of which the 
original quality is false. To say that an object does not bave a contrary is to say that, in 
general, we cannot assume that, given any object, tbere is another object of whicb just 
those predicates are true whicb were false of the original object, and conversely. 
Compare smoker (a noun, a predicative expression) which has tbe contrary non-smoker 
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and Socrates, an NP, a saturated expression, for which there is no contrary object • non­
Socrates. This indicates that Socrates is nota predicate. 

As shown by Webelhuth (1992:10), "syntactically unsaturated expressions 
would be all those that are marked for combining with a complement, but also all 
specifiers and modifiers, i.e. those elements lexically marked for syntactically 
combining with a specifiable or modifiable expression." 

Cornplementation, specification and modification appear to be 'forms' or 
'modes of saturation', each associated with a particular ph rase structure realization, so 
that the incomplete expression and its saturator(s) should form a constituent. 

3.1. Starting once more from complementation, which is better understood, let 
us review the kind of lexical information about the verb which was used in projecting 
the first verbal projection V': 

a) categorial information that some item is a V, i.e. the categorial feature [+V]; 
b) information about the syntactic category of its complement (whether its 

complement is a PP, an S, an NP, etc.); 

c) the direction of the complementation relation (i.e. whether complements 
precede or follow the head.) Information of types b) and c) is the subcategorial 
information found in the lexicon. 

Taking, for instan.;e, the verb hit, characterized as + V, + [ --- NP ], we 
know that it is a verb, that it selects an NP as its complement, and that it precedes 

its complement. On the basis of such lexical information, it is conceivable to state · 
a (possibly) universal projection clause for complementation (cf. Webelhuth, 
1992: 44). 

(14) 

If 
Projection ofthe Complement Relation 
a. exisa member of category x0 . 

b. B is a member of category YP. 
c. ex takes members YP as complements, 

then, if ex takes its complements on the right, 

( I 5) 

[ exB] is a member of category X', and, 

if ex takes its complemets on the left 

[Bex] is a member of category X'. 

a. X' X' 
xo - -·yp yp --- ---- xo 
I I 

ex 8 
I p 

~ ex 

4. More on heads, the head - initial / head - final parameter. 
4.1. The importance of the head in any phrase is expressed in the principie of 

endocentricity, which informally says that phrases are built around heads. Moreover, 
the way in which phrases combine with each other also follows form the lexical 
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properties ofthe head. The head îs said to transmit itsfeatures to the higher projections; 
the process by which categorial and other features are projected up from the lexical 
head îs called (down-up) percolation. As emphasized by Lieber, 1992: 77 "only 
morpho-syntactic features percolate". Consider an example: 

· ( 16) a.Bijuteria aparţine [NPacestei lw[APfoarte tipere] [No doamne]]] 
b.Bijuteria aparţine [NP[w[No Mariei]]] 

The head doamnă transmits its categorial feature [ + N ] upwards, to the NP 
node. Other morpho-syntactic features of the noun, such as its gender and number 
specifications, also percolate to the higher nodes, so that the NP îs marked [ + feminine, 
+ singular ]. These features reach the AP, and then the adjectival head itself, through 
up-down perco/ation. The form tinere of the adjective, which îs also [ + feminine, + 
singular], shows agreement with the noun. At the same time, the comparison of (16a) 
with (16b) shows that the distribution ofthe NP [acesteifoane tinere doamne] in (16a) is the 
same as the distribution of the herul NO in ( 16b ). The following generalization emerges: 

(17) Wherever a head can appear, its maximal projection can appear. 

Acceptance of principie ( 17) allows a more fine-grained view of 
subcategorization ( cf. Baltin ( 1989)). We have said that heads subcategorize for 
complements, which are maximal projections, and sisters to the head, in the 
configuration ( l 5a-b ). This description implies that heads categorially select for 
maximal projections, i.e. we specify what kinds of (maximal) phrases a head selects. 
But, if the properties of any phrase YP are given by the properties of the head v0 , we 
might just as well say that, in fact, a head x0 categorially selects for another head yo, 
since given generalization (17), it follows that x0 will then accept maximal 
projections of yo (i.e. YPs) as its complements. In other words, we might propose a 
principie like ( 18): 

(18) Subcategorization îs (always) for a head. 

This statement implies that a head selects for the head of its complement, •i.e. 
mbcategorization is viewed as head-head se/ection. lt is worth mentioning that there is 
persuasive empirica! evidence favouring the view of subcategorization as head-head 
selection. W e will discuss only two examples. The first involves verbs and complement 
clauses. Remember that complement clauses are S' projections, i.e. S' constituents, 
whose structure is given by rule ( 19). In this PSR, the complementizer is viewed as the 
head of the clause. 

The justification for this claim is that choice of the complementizer determines 
whether a complement is finite or non-finite, and often, also what particular finite or 
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non-finite mood is selected. Mood selection may influence other aspects of the syntax 
of the complement clause (e.g. the use or the position of the. subject). Thus, the 
complementizer that in English is followed by a finite (indicative or subjunctive) 

complement (20a). The complementizer for selects a non-finite infinitival complement, 

whose subject is in the Accusative .. In Romanian, the complementizer cd selects a finite 
indicative clause (20c), while ca selects a subjunctive complement (20d). 

(20) a. I hope [5.that [5he will succeed]] 

b. I hope [5.for [him to succeed]] 

c. A hotărât [9.că [5nu mai pleacă mâine] 
d. A hotărât [s.ca [9nimeni să nu plece mâine] 

Let us remark, in passing, that since in (19) the complementizer ia regarded as 
the head of the sentence projection, the notation S', which bas been, and still is, 
current, is not appropriate, because it does not indicate that the complementizer is the 
head of the construction ( of course, S itself could not be the head of S', since it is not a 
lexical, x0 , constituent). In later chapters, a more recent and perspicuous notation will 
be introduced, more in the spirit of endocentricity, which shows that Ss are 
complementizer projections, but this detail is înessential at this point. Coming back to 
verb subcategorizatîon, ît is easy to notîce that în English and other languages, ît îs not 
enough to say that a verb is subcategorized for a complement, i.e. for a phrase of type. 
S' [ - S' ]; it is also necessary to specify what types of complement îs selected, and 
this can be done by indicating what complementizer the verb is subcategorizod 
for. Different verbs select different complementizers (cf. Bresnan (1970)), as is 
apparent in (21 ). 

Declare selects for a that complementizer, and wait selects for a for 
complementizer. Consequently, we might rewrite theîr subcategorial feature [- S] as in 
(22), which is a descriptively more informative and more fine-graîned statement. 

(21) a. John dedared [ that Sally was insane]. 
*John declared (for Sally tobe insane]. 

b. *I was waiting [that Sally lefi]. 
I was waiting [ for Sally to leave]. 

(22) declare +V,+(- [5.that]] 
wait +V+(- [Jor]] 

A second example confirming that head-head relation is a better view _of 
subcategorization refers to subcategorized prepositions. 1t is not enough to know that a 
verb needs a PP complement; it is vital to know which P0 or P0 s may be used with that 
verb. The subcategorial frame of inform would dircctly state that its prcpositional 
complement îs headed by of, and likewise for charge. or depend: 
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(23) .i.n.fmm_ +V,+[- [N] [pof] 
~ +V,+[- [N] [pwith] 
~ +V, +[-[pon]] 

Further proof of the utility of head-head selection comes from the domain of 
VP idioms. We could view idiomatization as a species of subcategorization (cf. Baltin 
(1989)) and then we could note that the constituants of the idiom always involve the 
head of the phrase (V0 ) and the head of one of its complements, e.g. make headway, 
keep track of. keep tabs on. 

(24) ~ 
keep 

~ 

+V, +[- [Ntrack] [Pof]] 
+V,+(- [Ntabs] [pon]] 
+V+[- [Nheadway]] 

We may retain principie (18) as a valid statement in the theory of 
subcategorization. 

4.2. One problem of head syntax, which goes beyond the head complement 
rclation, is the position of the head with respect to its complements, modifiers and 
specifiers, generally, the position ofthe head within a phrase. Linguistic variation along 
this line is expressed by the so-called headedness parameter (cf. Travis (1992)), which 
distinguishes between head-initial languages, like English, and head final languages, 
Iike Japanese; therefore, this parameter is also called the head-initial / head - final 
parameter. This important word order parameter may be set differently, not only across 
languages, but also from one syntactic category to another in the same language (see 
German and Dutch, below); however, the statistic tendency is that within the same 
language there should be consistency, in the way this parameter is set. In a deservedly 
famous study, Greenberg (1963), reports that V-O languages tended tobe prepositional, 
i.c .. to exhibit the P-O order, while O-V languages tended tobe post-positional; i.e., the 
O-V order correlates with the 0-P order. There is therefore consistency i"n the way Ps 
and Vs treat their objects. Because of the centrality of the verb in the overall 
organization of the sentence, the VO/OV distinction has always been regarded as a 
significant typological factor (cf. Greenberg (1963)). 

English and all of the Romance languages are cons.itently head initia/ in the 
head-complement relation as shown by the following English and Romanian examples, 
where we examine the four major complement-taking lexical categories V, P, A, N: 

(25) E V read a book 
p for my father 
A proud of his son 
N destruction of the city 

R V citi o carte 
p pentru tatăl meu 
A mândru de fiul lui 
N distrugerea oraşului 
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Arnong the Germanic languages, German and Dutch seem to be exceptional in 
that they are OV languages, i.e. they are head-final regarding verb projections, while 
being head-initial in their P, A,(V projections. Examples are due to Webelhuth (1992). 

(26) German V ein Buch lesen 
Dutch een boek lezen 
Swedish triiffade flicken 

'met the girl' 
Danish kender en mand 

'knowaman' 
Norwegian vant lopet 

'won the race' 
English read a book 

This asymmetry within the Germanic family is not found with respect to other 
categories: Ps, As, Ns consistently project their objects to the right: 

(27) 

(28) 

(29) 

German 
Dutch 
Swedish 
Danish 
Norwegian 
English 

German 
Dutch 
Swedish 
Danish 
Norwegian 
English 

German 

Dutch 

Swedish 

Danish 

Norwegian 

Englis_h 

p 

A 

N 

mit einem'Hammer (with a hammer) 
met Marie (with Mary) 

· med honom (with him) 
til sin sekretar (to bis secretary) 

- med Oia (with Oia) 
with a hamrner 

stolz auf Maria (proud of Mary) 
tevreden met hem (satisfied with him) 
tillgiven sin hurse (devoted to his master) 
stolt af Eva (proud of Eva) 
stolt av Eva (proud of Eva) 
proud of his children 

die Zerstorung der Stadt 
(the destruction+the city (Gen)) 
de verovcring van de stad 
(the conquest ofthe city) 
eroveringen av staden 
(the conquest of the city) 
erobringen afbyen 
(the conquest ofthe city) 
odeleggelsen av byen 
(the destruction ofthe city) 
the destruction ofthe city 
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lt is important that the way the headedness parameter is set may change in the 
history of a language; this was precisely the case of English, which was an OV language 
in the initial Old English stage. 

(30) OE 

E 

gif hie him a:s rices u on 
'ifthey him this kingdom granted' 
if they give him this kingdom 

The head-initial / head- final parameter will be shown to interact in significant 
ways with other word-order parameters such as the direction of case assigrunent and of 
thematic role assignment. 

Needless to say, what these projection clauses and word-order parameters refer 
to is the generation and order of constituents at the levei of D-Structure. 

S. The generation of higher levei projections. 
5.1.We will next examine the generation ofhigher projections xn /XP without 

necessarily distinguishing between intermediate and maximal projections, because what 
~ounts is the distinction between heads and phrases. For perspicuity we will 
examine the relation of modification: noun modification by adjectives, and verb 
modification by adverbs. 

(31) a. [["" nice ]AP[N"[N.,girl]] 
b. [[""detailed]]AP[N"[N. presentation] [PPofthe facts]] 
c. [N[AP[_..,,fairly] ....[["" detailed]]] [Npresentation ofthe facts]]N. 

(32) a. [N[No haină]] [AP[ .... ruptă]]] · 
b. [N[Nprezentare a faptelor] [APfoarte amănunţită]] 

(3 3) a. [[ v-l v. run]] [_.,,p[_..,0 slowly 111v-
b. Uv.present the facts] [..,,iairly accurately]]v, 

(34) a. lv-lv-[aleargă]] [_..,,(prea) încet]] 
b. lv-lv,prezintă faptele] [_..,ioarte amănunţit]] 

Remember that the hypothesis which is -being explored is that the structure of 
the phrases depends only on the lexical properties of its constituents; the relevant 
lexical properties are again: a) the syntactic category of the unsaturated modifier phrase 
YP; b) the syntactic category of the modifier X' and the relative order of the 
constituents in the modification structure. In (31) and (32), APs combine with noun 
projections and yield noun projections. To what extent is this a lexical property of 
adjectives? We have to remember that it is the head of a projection whose categorial 
features percolate to the maximal projection and which determines the distribution of 
thc phrase. It is a lexical property of the adjective that it may modify a noun (31 a, 32a), 
and this lexical property of the head percolates to the AP. Likewise it is a lexical 
property of adverbs that they modify verbs (33a, 34a) and this is also truc of AvPs. 
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The following projection clause can be stated for the generation of higher 
(maximal) projections in modification and specification relations: 

(35) If a. a is a member of category YP (i.e. a maximal projection) 

b. ~ is a member of category X", 
c. a takes members of category X" as modifiees / specifiees 

then, if a takes its modifiee/specifiee on the right 

[ a~] is a member of category xn / XP and 

if a takes its modifiee/specifiee on the left 

[~a] is a member of category xn/XP. 

The projected configurations are (36a-b). 

(36) a. Xo/XP 
yp -- xn 
I b a 

b. xnfXp 
xn--- yp 
I I 

~ a 

The headedness parameter is again invoked for determining whether in a given 
language modifiers and specifiers precede or follow the head. Comparing the examples 
in.(31-34) it appears that Romanian is more consistent in allowing both adverbs and 
adjectives to appear to the right of their heads, while in English adjectives that do not • have complements must precede the head: E red app/e I apple red I R măr roşu. In 
(37), (38) we have projected (31c, 32b) and (34a,b). 

(37) a. N' 
fl -- ----N' 

(38) 

AvP -- ....__ ;\' N° ------- ·-

f~irly detailed presentation 

pp 

ofthe facts 

b. N' 
N' --- -----~ A P 

N' - -NP AvP___-- ---- A' 
I I ;.,.o 

&'. 1 fi I • prezentare a 1apte or oarte amănunţită 

v' -----
yo ------- NP 

I I 
present 
prezintă 

thc facts 
faptele 

Y' 
AvP 

AvP ------
6_ 
fairly 
foarte 

-Av' 

Av0 

a~curately 
amănunţit 

https://biblioteca-digitala.ro / https://unibuc.ro



122 

5.2. Notice in the examples that the modifier operates on :xn and produces an 
xn, so that if xn is an unsaturated expression the resuit of the modification is also an 
unsaturated expression. This is an important semantic property of modifiers and 
modification; it is probably because the semantic type of the modifier does not change 
that one intuitively feels that the modifier is "optiomµ" 

In contrast, certain specifiers (in the narrow, syntactico-semantic, sense) 
operate on unsaturated expressions and yield saturated ones; they "close ofl" projections 
and thus always produce maximal (as opposed to intermediate) projections (XPs). The 
best example is provided by nominal determiners. For instance, the addition of a 
determiner to the N' projection in (3la,c) produces the saturated NP maximal 
projections; as shown below. The saturated NP will then be able to function as the · 
argument of some argument-taking expression. 

(39) a. [the [nice girl]N.]N .. 

b. [this [fairly detailed presentation ofthe facts]N.]N„ 

C. 

Det 

this 

NP 

------- ~ N' 

AvP __..-
' Av' 

A_yO 
fiirly 

AP------N' 
--A' 

)..o 

I 
detailed 

NO ----- --...:_:___pp 

[ ~ 
presentation ofthe 

facts 

It should b_e obvious that although the functional structure of language 
detennines the combinatorial power of lexical items and phrases to a ~onsiderable 
extent, the concepts of 'maximal projection' and 'saturated expression' do nat coincide. 
The AP in all our examples is syntactically a maximal projection, but it is semantically 
unsaturated. As usual, syntax and semantics interact, but do not overlap. 

5.3. Continuing to ivnestigate the headedness parameter for various relations, 
the following descriptive remark can be made: those higher specifiers that may close off 
maximal projections are placed to the left of the head in Germanic and Romance. Here 
arc a few examples. 

(40) E N" [N'.the [N.king of France]] 
A" [ rather [,..tired of dancing] 
P" [ right [P_on the table] 

R N" [N„un [N.domn din Anglia]] 
A" [,. .. cam [,..obosit de atâta dans]] 
P" [P„drept [p.în mijlocul străzii]] 

The headedness parameter always represents the regular semantically and 
pragmatically unmarked word order choice in a language. The headedness parameter is 
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set by the language leamer on the basis of positive evidence, by bis being exposed to 
lots of examples of the same type. The examples reflect the lexical properties of tpe 
majority of the items belonging to some category. Against the generalization expressed 
by the word-order parameter, one defines lexical exceptions regarding word order. Tq 
give an example, notice the following paradigms in English and French, confirming that 
specifiers of degree of the adjective occure to the left of the head; i.e. English and Frech 
are head final with respect to specifiers: 

(41) a. John is [ very ]rich. 
[extremely 1 
[quite 1 
[too l 
* [ enough l 

b. Jean est [tres ] riche. 
[ extremement ] 
[bien ] 
[trop 1 
[assez ] 

The generalization is that almost all specifiers of A' precede the element they 
spccifiy in English, with the exception of the morpheme enough. As can be seen in 
( 41 b ), the distribution of French degree adverbs is fully uniform, in that all elements, 
including the translation of enough, precede their specifier. Enough represents a word­
order exception and its exceptional behaviour must be listed in the lexicon and is part of ·· 
what everyone should leam over and above the regularities included in the grammar. In 
contrast, the entry of unexceptional items need not include information regarding the 
headedness paramcter. 

5.4. As a conclusion to this first presentation of X-bar theory we would like to 
quote the following very apt statement by Speas ( 1991: I): "One of the first lessons 
leamed by the student of language or linguistics is that there is more to language than a 
simple vocabulary !ist. To leam a language, we must also leam its principles of 
scntence structure, and any linguist who is studying a language will generally be more 
interested in structural principles than in the vocabulary per se. lt is especially 
interesting, then, that in recent years, linguistic research within quite diverse 
frameworks bas been converging on the idea that sentence structure is to a large extent a 
reflection of the properties of lexical items" ( emphasis mine AC). 

6. Introducing the theory of government. 
6.1. The Govemment and Binding model is defined as a modular system of 

principles and parameters; each module of the grammar - the X-bar module is an 
example - has its own principlcs which define specific dimcnsions of, and constraints 
on, linguistic variation; thcse dimensions ofvariation are thc parametcrs. 
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In addition, there are a few core concepts that unify the various modules, 
because they play a key role în defining the concepts of those modules. Government is oile 
such basic notion, a notion which is in fact inherited from traditional European grammar. 

One of the major traditions in European syntax, going back to the Greek 
grammarian Apollonius Dyskulos (V B.C.), defined syntax as the study of word 
constructions (cf. Stati (1963)), while morphology dealt with word structure. 

· A construction was a semantic unit whose terms were bound by some 
characteristic fonnal relation. The basic formal relations that bound the terms of a 
construction were government and agreement (concord). Both referred to relations 
between a head and a dependent term. In one of bis early works, Hjelmslev (1928) 
offers the following definitions of government and concord: 

Ifthe two terms of a construction are bound by agreement, the dependent term 
shows its relation of dependence on the head, without making it more specific, since 
the category for which the dependent term is marked is inherent in the head.For 
instance, in these books, the dependent term these shows nurnber agreement, and the 
category ofnumber is an inherent category ofthe head noun. 

If the two terms of r. construction are bound by govemment, the dependent 
term shows its dependence on the head and makes it more specific since the category 
for which the dependent term is marked is not inherent in the head. The prototypical 
example of govemment is govemment of an NP by a verb, e.g. see him. The NP him is 
marked for the Accusative case to show its dependence on the verb; but the category of 
case, for which the dependent term is marked, is not inherent in the head, i.e. it is not 
one of the verbal categories. Configuration ( 42), which is a typical govemment 
configuration, indicates at least the following facts: a) the head-complement relation 
implies govemment, i.e. subcategorized constituents are govemed; b) case is assigned 
under g~vemment. 

(42) v' 
yo -_-- --_NP 

see him 

----------:--tAcc 

The traditional concept of 'govemment' bas been formalized and somewhat 
extended to define a particular structural configuration. The intuitive idea behind 
defining such hierarchical configurations is that most syntactic processes (agreement, 
anaphoric relations, case-marking, etc.) are fairly local. Notions like 'govemment', 
c-command, proper-govemment , a.o. which are used in syntactic theory, are meant to 
delimit syntactic domains within which certain syntactic proccsses may or must occur. 

6.2. Govemment is defined in terms of a more primitive notion of c-command. 
Jhe term c-command (constituent command) was introduccd in linguistic parlance by 
Reinhart ( 1976) in a study of anaphoric rclations (i.e. rclations betwecn various types of 
pronouns and their antecedents). C-command cxprcsses the intuitive idea that two nodes 
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ex and 8 are in the same constituent and that ex is superior, or at least not inferior to 8. 

There are two variants of the definition: 

(43) a. C-command (Reinhart's definition) 
ex c-commands 8 iff, 
every branching node dominating ex dominates 8. 

b. M-command 
ex m-commands 8 iff, 
every maximal projection dominating ex dominates 8. 

The second definition is more permissive than the first, as can be seen by 
examing (44). 

(44) - VP -V' pp 

yo ------ NP 

In (44), the verb c-commands the NP, since the first branching node V' over 
v 0 also dominates the NP, but it does not c-command the PP; on the other hand v 0 

m-commands both the NP and the PP since the first maximai projection above v0 , VP 
also dominates the NP and the PP. In the more recent literature (e.g. Baker (1988), 
Cowper (1992) a.o.) c-command is understood as m-command (even though the term 
c-command is used). When it is relevant to differentiate between them either the two 
terms 'c-command' vs 'm-command' are used, or c-command in Reinhart's sense is 
referred to as 'strict c-command'. C / M-command is an asymmetrical relation in which 
one term is higher and dominated by the relevant.first branching, or maximal projection 
node, while the second term can be far down the tree; (see (45), where XP c-commands 
YP). An example is the subject NP which c-commands any NP in the VP, since the 
sentence node S which is the first maximal projection node above the subject NP, also 
dominates NP2, PP3 and NP •. NP, thus defines a certain c-command domain, a l',arţicu.lar 
syntactic space 

(45) a. ZP 
XP --- ...____ 

b. S 

----------

NP- --VP 

-' ------ ---Aux MV 
v---NP--PP 

2 -- J p -NP • 
1n order to prove the relevance of the c-command domain, we will consider the 

following condition on the interpretation of personal pronouns (due to Reinhart 1976: 43) 
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( 46) a. A personal pronoun should not c-command its antecedent. 

Consider the examples in (47) and (48), where identity of subscripts indicates 
identity ofthe reference ofthe NPs, i.e. co-reference. 

Sentences (47) and (48) can roughly be represented as in (49) and (50). 
Conşider (47a) and (49). The personal pronoun she which is · the subject of the 
subordinate clause may have the main clause subject as its antecedent. Condition (46) is 
observed, the pronoun does not c-command its antecedent, sine~ the first maximal 
projection above the embedded clause subject is the subordinate S node, which surely 
does not dominate the main clause subject. Indeed, the coreferential reading is allowed 
and even likely. In contrast, in (47b) coreference between the two subjects is intuitively 
impossible (i.e. (47a) and (47b) are not synonymous); the coreferential interpretation is 
correctly ruled out by condition (46), since the main clause subject, she, in (47b) 
c-commands the subordinate clause subject, Rosa, which cannot be its antecedent .in 
violation of (46). In sentences (48=50) neither NP, nor NP2 c-commands the other; 
coreference is allowed, but optional. 

(47) a. ~osa; 2omplained that sh~i/j had a big headache. 

b_. She; complained that Rosa;•,i had a big headache. 

( 48) a. People who know himiii bate Nixon;. 

b. People wbo know Nixon; bate himiif 

( 49) Ş_,_ NP ____ , --v:p 

' . ..,,.,,.,. --
1 Rosa1 Aux MV 

,, -----sbe. ed V 
I I 

s· 
complain COMP' --- s_ 

tfiat NP -- - VP 

(50) s 

bad a 

beadacbe 

----- ---------NP _ NP _ s· __ VP_ 
,____ V Jil\ 

p'eople COMP.,,, S bate \ himi/j /_ 
[+wb] NP - -- VP LNixon I 

who V_. --NP ' 
know .. / Ni~on;). 

t himi/j j 
6.3. Govemment is a more local and tberefore stricter relation 

between nodes than c-command. As a first definition of it, we offer (51) (where 
c-command may also be read as m-command). 
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( 51) Government 
a govems 8 iff 
a. a is x0 , for some X (i.eJC' is a (lexical) head). 

b. a c-commands 8. 

c. For a11 maximal projections y, ifydominates 8, then ydominates a. 

What clause ( c) of the definition says is that the govemed term 8 cannot be 
separated from the governing term ex by any maximal projection; altematively we may 
say that the head govemor :x-(=ex) and the govemed term 8 are in all of the same 
maximal projections. Here are a few typical govemment configurations. 

(52) 

d. 

a. V" 
I 

V' 
V'------NP 

b. P" 

C. 

NP-

i>· 
po -- -..___,NP 

V" ,-----
V' 

V° ----- --- NP 

NP 
~· 

PP 

John's N'--- ----- . pp 
P-- ...___NP 
I I 

I 
story 

about Paris 

e. V" 
v0 - ~---- s· 

I - -----

prefer C,OMP -- ~---
for NP VP 

her Aux --- -- V' 
I I 

to do it 

In (52a, b), the v0 , P0 are lexical heads which strictlly c-command the sister 
NPs and very obviously no maximal projection intervenes between them; v0 and po 
govem the objects. In (52c) v0 c/m-commands both the NP and the PP, and the first 
maximal projection dominating the NP and the PP, i.e. the V"; also includes the v0 ; 

thcrefore the verb govems the NP and the PP. In (52d), N° govems the genitive in 
specifier position, since it c/m-commands it, and the first maximal projection above the 
genitive also includes the govemor N°. In (52e) we would like to say that the 
complementizer for govems the infinitive's subject since it assigns it case, but this 
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implies that the S projection is not maximal (while S' is maximal) (or that for some 
other reason the S projection does not block government). 

Thus, what the definition of govemment in (51) says is that the govemor 
should be higher in the tree than the govemee, but ştill so close to it that no category of 
the wrong type, that is, no barrier intervenes. For some time, it was accepted that aU 
and only maximal projections are barriers. Later research showed that under certain 
conditions, maximal projections are voided of barrierhood, that is, they do not block 
government or movement. Therefore, maximal projections are barriers only relative to 
a context of occu"ence. This problem will be. discussed in the coming lectures. 

Meanwhile, we shall examine a few more complex configurations, which 
illustrate an important class of contexts where govemment is blocked, specifically, 
govemment between two nodes a.° and 8 is blocked, because there is another lexical 
head -f which is "closer" to B than a is; the maximal projection which contains the 
intervening govemor -f but does not contain a0 is a barrier. Configuration (53) 
illustrates the idea of 'minimality' barrier, the idea that if two lexical heads might in 
principie qualifiy as govemors of some projection, it is the nearest which is the actual 
govemor. In /act, only -f in (53) satisfies clause (c) of definition (51); only -f and 8 are 
in all of the same maximal projection (i.e. in y and a); a0 is too far and there is a 
minimality barrier, y'' between a0 and B. 

(53) 

a 
a. 

o ---- - y 

-f ----- ----- B 
Consider structures (54). 

(54) a. 

b. 
NP 
iohn's 

V" 
I 

V' 
vo--- --- pp 

I I 

luptă P' 
po ---~ 

J pentru r, J ~~em ~ 
l contra ] L guvernului J 

NP 
-..__ -N• 

NO --- ----- pp 

I 
I 
P' 

po ------ ---NP 
story 

I 
about Paris 
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In (54a) although NPs rnay be govemed by both verbs and prepositions, the 
bold NP is uniquely govemed by the preposition; the PP node is a minimality barrier 
for govemment ofthe NP by the verb, since the PP includes the closer govemor po and 
cxcludes the verb. The Romanian exarnples, Lupta pentru guvern/lupta contra 

guvernului, clearly show that the preposition is the govemor, since it is the preposition 

which assigns case to the NP ( cf. the contrast pentru guvern (Ace) vs contra guvernului 

(Gen), and case îs assigned under govemment. In the same way the noun head 
N° cannot govem within the domains of another govemor, the preposition in 
(54b), so that the NP Paris is govemed by the preposition about; the PP acts as a 
minimality barrier. 

Concluding we may say that a° governs j3 iff a° c-commands j3 and there is no 

ysuch that yis a barrier between a and f3. 
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THEMA TIC RELATIONS IN THE LEXICON 

1. Introducing thematic relations. 
The theory of thematic relations, or "case grammar", as one of its earlier 

version was called, îs, for the most part, an aspect of semantic/conceptual structure, not 
part of syntax. Specifically, case grammar is a semantic theory concemed with the 
structure of events, function of their participants; therefore, case grammar deals with 
prcdicates (or predications) and their participant structure. Thus, the predicates dielki/1 
both appear in event predications, both are change of state verbs, but they differ in that, 
while die is used only of the Patient that undergoes the change (I'he dog died.), /cili 
conceptually requircs (at least) two participants, one is the Patient that suffers the 
change, i.e. that dies, the other is the Agent or Instrument that brings about the change. 
The robber kil/ed the accountant fwith a gun).I This gun killed the accountant. I The 
explosion killed the accountant./ The accountant killed. The verb expresscs a certain 
relation between the argument NPs, which, depending on the meaning of the verb, are 
cast in various conceptual roles. A proposition (the term 'proposition' designates the 
meaning of a declarative sentcnce) minimally consists of a predicate (verb, adjective) 
and one or severa! NPs, each associated with the verb in a particular 
conceptuallthematic role or case-relationship. The combination of cases that may be 
associated with a given predicate is called the role structure of the predicate, or case: 
frame, or thematic grid, or argument structure of the predicate (there is considerable 
terminological variation). 

~e_N~~~~ described as a "model of un?~t!~ding'.'.,. i.e., a theory 
about the way we categor,ze experience and compreîiend""d1scourscs (cf. Carlson and 
Tannenhouse ( 1988). What is going on around us, the physical occurrences in the world 
are categorized as events/states/processes with a certain participant structure. As part of 
their considerable freedom to externai stimuli, human beings have a great deal of 
latitude in the way they choose to describe an occurrence. For instance, the same 
physical occurrence - the same event - could be reported using any of the sentences in 
set ( 1 ), and the same is truc about the sets in (2) and (3). 

(I) a. He opened the window. 
b. He raised his arm. 
c. He moved his arm. 
d. His arm went up and touched thc window. 

(2) a. George bought flowers from the girl. 
b. The girl sold flowers to George. 

(3) a. I pushed against the table. 
b. I pushed the table. 
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Cboice of a particular verb amounts to a particular description of an 
occurrence as an act of buying or selling, of opening a window, of raising one's ann, 
etc. Choice of tbe verb is tbe major ingredient in "putting an event in perspective" ( cf. 
Fili more ( 1977). A second important factor in interpreting an event is cboice of certain 
participants as fillers of tbe major grammatical functions: subject, direct object; tbis can 
be seen in (3); (3a) is a two-participant scene witb a one-place perspective, meaning 
that it is tbe Agent's action itselftbat is central; in contrast, in (3b), botb participants -
the Agent and tbe locative pbrase, a Goal - are in perspective, tbe locative constituent is 
sufficiently salient to become a DO, and unlike (3a), (3b) implies movement of the Goal . 

. As _a_ semantic theory; Case Grammar bas a two-fold interest: a) it offers a 
model of lexical ana.lysis of predicates - it is, and it bas been used as, a 111.odel of 
syntagmatic analysis for verbs an,d _ adjectives. Tbe tbeory of tbematic relations 
d'escribes tbe lexicaI··structure of a predicate witb reference to tbe semantic 
interpretation oftbe NPs occurring witb it. Tbe speakers' knowledge of lexical concepts 
includes knowledge of tbe predicate's argument structure or case frame, tbat is, 
knowledge of tbe roles of the NPs tbat may, or must, be in construction witb a verb or 
an adjective. b) From a cognitive perspective, a predicate with its roles represents a 
proposition, a particular conceptual configurafion which might be viewed as an 
'"idcalized cognitive model' (cf. Lakoff (1987)), a template which serves in the 
categorization and interpretation of events. Thematic relations offer therefore a means 
of cvent description and analysis. This analysis may be carried aut at the 
microstructura! levei ofthe sentence/proposition, but alsa at the macrostructura! levei of 
textual analysis. Literary theories like tbose of Propp (1928) or Greimas (1966) make 
good use of thematic relations in the analysis of narratives. 

Jf one examines the theory of thematic relations from the point of view of 
grammar, there are two types ofproblems that can be investigated: 

a) One may study the way in whicb this facet of lexical structure passes into 
syntax or morphology. Therefore, one may deal with principles of subject or object 
selection, i.e. principles that determine the choice of a particular role as subject or as 
DO, especially when the predicate has severa! frames or syntactic constructions 
available: e.g. One thousand people can stand in the hali vs. The hali can stand one 
thousand people. More generally, one may examine problems of case-linking, that is, 
how case frames are pinned on subcategorization frames; related is thc problem of 
idcntifying the role-assigning categories of a language and the direction of role­
assignmcnt; it then becomcs important to distinguish betwecn syntactic positions which 
can be assigned roles, i.e. thematic or argumentai positions, and non-thematic positions. 
Ali ofthese form the domain of9-Theory, one ofthe modulcs ofUG. 

b) The second range of problems, in some sensc complementary to the first, is 
that of the linguistic regularities that go beyond syntax, which can only be stated or 
cxplained using case concepts (for instance, regularities in the use of prepositions, in 
the use of adverbs a.o.). lt is problems of the sccond kind that constituted the initial 
motivation for case grammar. · 

In this and the next chapter, we will briefly present case grammar and its 
cvolution, leading to the notion of argument structure, as a component of the lexicon, 
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and will pass on to a discussion of 0-Theory , which is the module of UG that deals 
with the integration of argument-structures in syntax. 

rY.Fillmore's Case Grammar. 
The concept of case-structure is due to Fillmore (1968 - "The Case for Case", 

1977 -"The Case for Case Reopened"), who is responsible for the big success of the 
theory in the early seventies. Major figures emerged to be Gruber, with his excellent 
Studies in Lexical_Relations (1965), Jackendoff (1983, Semantics and Cognition, 1987, 
199D Rappaport and Levin (1988). An influential British practitioner, the originator of 
what is called the 'localist' hypothesis is Anderson (1971) - _The Grammar of Case­
Towards a Localistic Theory. In case-grammar, thematic roles are concepts which 
express relations between the participants in an event. In Fillmore's words "the case 
notions comprise a set of universal, presumably innate concepts (emphasis mine, A.C) 
which identify certain types of judgments human beings are capable of making about 
the events that are going on around them, judgments about such matters as w_ho did it, 
who it happened to, and what got changed" (1968). 

The following is a list of thematic relations that have been found to be relevant 
in verb classification: 

- --Agent (A) - the typically animate participant who is the initiator or doer of the ... 
action; he must be capable of volition (desire) or deliberate action and is usually 
responsible for the action. The subject is an Agent in (4a,c,d,e): 

(4) a. Judith hit Emily .. 
b. A falling rock hit Emily. 
c. George accidentally broke the glass. 
d. Without meaning to, Fred insulted his sister. 
e. He deliberately walked out before the end of the lecture. 

Judith is the Agent in ( 4a), but a fa/ling rock, which is inanimate, is not an 
Agent. In particular instances, an Agent may or may not intend to perform an action, as 
shown in (4c-d). An Agent merely requires the capacity for volition, intention, 
responsibility.(Adverqs like willingly, deliberate/y, intentiona/ly count as typical 
identifiers of Agents. 7 

,--. Experiencer (E). The role of the animate being affected by the state or actio~ 
identi_fied by the verb, the locus _of a psychological proc~ss, the ~ndividual who feels or J 
perce1ves the event (e.g. the subJect of Iove, hate, the Direct ObJect of surprise, aware-/ 

_frighten, etc.). 

(5) a. Alan loves Mary. 
b. lt seems to me that you are twisting my words. 
c. You surprised me with your theory. 

Benefactive. The one for whose advantage the event took place. 
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(6) a. I did it for him. 
b. i cooked him dinner. 

I----. Q.oal. The entity toward which motion takes place (examples (7 a-c)). A relared 
role is ~ defined as the entity from which motion takes place. ( example 7b ). 

(7) a. The plane can fly to New York in an bour. 
b. He removed the book from the shelf. 

c. The radio is sending messages into the air. 

Location. The place where so~ething is or ta~e~ -~Iace. 

(8) a~ fle was lying on the grass. 
b. He sat in the armchair. 
c. The kitchen reeked of tobacco. 

Theme. This term is the least consistently used of all thematic relations.' 
Strictly speaking, the Theme occurs only with a verb of motion or Iocation (of course, 
both motion or Iocation can be concrete or abstract). With a verb of motion, the Theme 
is what moves. With a verb of Iocation, the Theme is the entity whose Iocation is being 
described. 

(9) a. The balloon rose up. 
b. I cannot move this stone. 
c. The ball ison the sand. 
d. The glass case stood against the wall. 

The term 'Theme' was introduced by Gruber (1965), in the description of 
motion and Iocation in English. Over the years, the term Theme has come to be used as 
a kind of default thematic role, the labei to be given when no other labei seems to fit; 
thc term was, and is, still used to describe the entity that undergoes a change, or the 
cntity which is perceived. More specialized terms. like 'Patient', or 'Precept' have also 
bccn cr!ated for such "subtypes" of themes: 

Paticnt. An entity which suffers an action, undergoes a change. 

(I O) a. The dog hit the child. 
b. The arrow hit the apple. 
c. The president fired the treasurer. 

d. The window opened. 

Precept. This term has of late been used to designate thc entity which is 
cxpcricnced or perccived. 

( 11) a. Susie saw the monster. 
b. lt seemed to Oliver that there would not be enough food. 
c. The stories frightened the children. 
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Instrument. This is a clearer concept, designating the object with which an 
action is performed. 

(12) a. We cut the meat with a knife. 
b. I was impressed by this speech. 

c. This key will open the door. 

Path. The trajectory that an object covers. 

(13) a. He walked along the street. 
b. He ran through the tunnell. 

This list is neither exhaustive nor definitive; indeed, different re~earchers have 
come up with very different case lists (compare, for instance, Fillmore and Anderson) 
and it has been a major difficulty of this theory that it offered no empirica) or theory­
intemal arguments for deciding what cases there were and how many, with any 
reliability. However, it is but fair to say that the descriptions above were not offered as 
definitions of the thematic roles, but were thought of as the kind of interim rough and 
ready intuitive characterization that linguists sometimes give to those concepts that are 
acknowledged to be real in NLs, but whose precise theoretical explanation is complex 
and still controversial. 

The examination of the I ist above reveals howcver an important idea. Ro Ies are 
relational, not inherent, concepts. Roles acquire substance only in the context of the 
predicates that require them. This was clearly seen in the attempt to define 'Themc', as 
the need was felt to distinguish between, first, "object of motion", i.e. Theme which is 
an argument of a change of location verb,secondly, " object of change", i.e. Thcme or 
Paticnt, which is an argument of change of state verb, thirdly, "objcct of perception", 
i.c. Thcme or Percept, which is an argument of a psychological verb (e.g. The applefell 
down I He cut the apple I He saw the apple). As will bc seen latcr, roles are read off 
from the meaning ofverbs, from their lexical conceptual structure(=LCS). 

Two other facts are clearly illustrated in the cxamplcs above: First, there is no 
systematic correspondence bctween roles and morphological cases, or betwecn roles 
and syntactic functions. Thus, the Nominative casc, and, thercfore, the subject function 
may correspond to an Agent in (4), to an Experiencer in (5a), to a Source in (7b), to a 
Location in (8c), to a Theme in (9a,c,d), to a Patient in (ld),·to a Percept in (I le), to an 
Instrument in (l lc). Converscly, mast roles surf in more than one morphologic case, 
having different syntactic functions. For instance, the Experiencer is a Nominative 
Subject in (5a), it is a Dative Indirect Object in (5b) and an Accusative Direct Object in 
(5c). etc. Secondly, since morphologic case and syntactic function seldom identify a 
semantic role, the more explicit markers of rolcs, particularly in languages with an 
impovcrished morphology Iike English are prepositions. The Agent prcposition is b)', as 
found in the Passive (e.g. The pfay was authored by Shakespeare). The Instrument 
pn:position is by, if there is no Agent (cf. (12b)); otherwise it is with (12a). The 
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Experiencer preposition is to (cf. (5b)). The Source preposition is/rom (7a), the Goal 
preposition is to (6a). There are no typical prepositions for the Theme. 

2.1. Lexical entries for verbs. As part of lexical competence, if a speaker 
knows what a verb means he also knows what roles are borne by the NPs it combines 
with, i.e. he knows how the NPs in relation to the verb are understood. This knowledge 
is stored in the mental lexicon, and it is part of a predicate's lexical entry in the 
grammarian's lexicon. 

The earliest representation of the roles associated with a verb assurned the 
form of an unordered set of roles. some of which were shown to be optional. Fillmore 

( 1968) proposed the following lexical entry for the verb break. taking into account the 
paradigm in (15). 

(14) Break: <(Agent), Patient (Instrument)> 

( 15) a. John broke the window with a hammer. 
<Agent, Patient, Instrument> 
b. The hammer broke the window. <Instrument, Patient> 
c. The window broke. <Patient> 

Other change of state verbs that pattem like break are bend, shatter, crack, 
fold, melt, and many more. 

( 16) a. The glass shattered. 
b. John shattered the glass. 
c. The wind shattered the glass. 
d. John shattered the glass with a hammer. 

The case frame (14) says that break needs at least one argument cast in the role 
of Patient and that it may optionally take an Agent and an Instrument alongside of 
thc Patient. 

The notion of optional case/role is not the same as syntactically 
deleted/unJexicalized object. An NP which is an empty category is retrievable at the 
levei of Logica) Form, and it is somehow represented, though it is not present at the 

levei of Phonological Form; a semantically optional case will not be represented at any 
syntactic levei (D-structure, S-structure, LF). Consider the following examples 
involving the verb cook. Cook is understood as a binary predicate in both of (l 7a,b), 
though the Direct Object is an empty NP in (17b). lt is only in (17c) that cook has only 
onc semantic r'?le, Theme, the Agent being an optional role for this vero. 

(17) a. Mother is cooking the potatoes. 
b. Mother is cooking [ e ]. 
c. The potatoes are cooking. 

d. cook: <(Agent), Theme> 

<Agent, Theme> 
<Agent, Theme> 
<Theme> 
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The earliest attempts to relate argument structures and syntax were concemed 
with setting up principles for the selection of Subjects and Direct Objects, out of the 
unordered sets of roles that made up the verb 's argument structure. One of the earliest 
and most significant facts noticed by Fillmore (1968) was that for eacb class of verbs 
there is a preferred or 'unmarked' subject choice. For the change of state· verbs 
<(Agent), Theme, (Instrument)>, the following subject selection principie operates: 

ţ/ 
~ 

(18) Ifthere is an Agent, it becomes the Subject, otherwise, ifthere is an 
Instrument, it becomes the Subject, otherwise the Subject is the Theme. 

This principie is at work in examples (15)-(17). Moreover, this Fillmorian 
principie is likely to have suggested an idea which is the comerstone of current research 
in thematic relations, namely the idea that some roles are more prominent than others, 
and that grammatical processes are sensitive to the relative degree of prominence of 
roles, not to their intrinsic semantic content. 

3. The thematic domain of movement and location. 
Ever since Gruber's seminal study, the semantic domain of movement and 

location has been a focus of research for a considerable number of analysts within Case 
Grammar and, later, 'thematic theory'; the findings of these insightful studies are 
impressive and their conclusions are far-reaching, they fully illustrate the kind of 
linguistic explanation that can be given within this semantic model ( cf. Gruber ( I 965), 
Miller (1972), Givon (1976), Jackendoff(1983, 1987, 1990), Emonds (1989) a.o.). We 
can only illustrate a small portion of the data, but hope to give an idea of the types of 
rcasoning and concerns in this area. This research is explicitly viewed as an 
investigation of 'conceptual structure' (cf. Jackendoff (1987)); to study conceptual 
structure is to study categorization and concept forrnation, to study the way concepts 
are stored in the mental lexicon, so that inferential relations between concepts, and 
then, between the lexical iterns that express these concepts, are made available. In the 
mental lexicon, lexical iterns are associated with lexical conceptual structures (LCSs), 
which are conceptual configurations that represent the meaning of an item ,in a way 
that shows the rclation bctween that item and other items in the lexicon. The LCS in the 
~amrnar's lexicon is a hypothesis on the way the meaning of the word is represented in 
the mental lexicon. 

It is generally agreed that concepts are organizcd in semantic fields or frames. 
Role-concepts come from severa! major semantic fields, such as the field of movement 
and location (Theme, Source, Goal, Path, Location etc.), the fields of human action and 
causation (Agent, Instrument, Patient/Theme, Cause, etc.). Concepts may have complex 
structure, with inter-relating subcomponents belonging to different fields, this may be 
one reason why the same entity may be interpreted as perforrning two non-contradictory 
roles, in the same event. 

3.1. Let us first consider a few basic intransitive verbs of movement likc: 
move. travel, come, go, run, walk. fly, swim. float, roii. These verbs imply the presence 
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of a Theme which changes location with respect to some reference objects, which are 
the object from which the Theme moyes, i.e. the Source constituent, or the object 
toward which the Theme travels, i.e. the Goal constituent. The most general 
prepositions are FROM for Source and TO for Goal. For intransitive verbs of 
movement, the Theme is selected as subject: 

( 19) a. The letter went from New York to Philadelphia. 
b. The message travelled from Bill to Alice. 

For some transitive verbs of movement, the Theme surfaces as a Direct Object 
as in (20) below; the Subject of (20a) is a Source, while in (20b) it is a Goal. 

(20) a. The radio sent messages into space. 
b. The dog caught the bal! from the boy. 

The Source-Goal expression may be more complex, the reference object may be 
conceptualized as a place, rather than a point (i.e. it is linguistically a PP, not an NP). 

(21) a. The horse galloped from in front of the house to the fence. 
b. The bird flew from above the house to above the tree. 
c. John ran from under the shed into the house. 

Choice of a particular Source-Goal preposition imposes constraints on the 
na ture of the reference objects. To and from conceptualize the Goal and the Source as 
points. When the Source and Goal are conceptualized as surfaces, the prepositions are 
of{ of for Source, and onto for Goal, while for volumes, the prepositions are out of 
(Source) and into (Goal) : • 

(22) a. The insect crawled off of the table onto my knee. 
b. He ran out of the house into the rain. 

In the examples given so far, the Goal expression contained 1.Q., or some 
cnmpound preposition, onto, into, encapsulating to (onto = TO ON, into = TO IN). It is 
known that English explicitly distinguishes betwcen Location and Goal in the case of at 
(Location) vs 1.Q. (Goal). Other spatia! prepositions may express either Goal or Location: 
below. in front of, behind, before, under a.o. 

(23) The mouse is under the table / behind the screen. 

(24) a. The mouse ran under the table. 
b. The balloon flew above the first floor. 
c. She ran behind the screen. 

Ali of (24) imply TO, (24a) might be paraphrased as 'the mouse ran to a place 
undcr the table'. Significantly,from, thc correlative of TO, cannot bc 'deletcd' and will 
appear if any of (24) are rephrased as to contain a Source expression. 
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(25) a. The mouse ran from under the table. 
b. The balloon flew from above the first floor. 
c. She ran from behind the screen. 

The Source-Goal complex defines a Path. Paths can he dividcd into three broad 
typcs, according to the relation between the path and the reference object: a) There are 
'bounded paths' , when the reference object is an end point ofthe path. This is the case 
discussed so far, with the Source and Goal reference Objects marking the boundaries of 
the path. b) There are 'directions', in which case the reference object does not fall on 
the path, but would do so if the path were extended for some unspecified distance. The 
Goal preposition toward is a directional preposition; away /rom is a Source directional 
preposition, and verbs like head, make for always take a directional path. Compare: 

(26) a. John ran to the house. (bounded path, the house is reached) 
b. John ran toward the house. ( directional path, the house is not reached) 
c. John ran away from the house. 

English possesses severa! adverbial particles that show direction: upward, 
downward, forward, backward a.o., and also adverbial phrases like homeward, 
oceanward (e.g. tobe bound homeward), etc. c) Thirdly, paths may he 'routes'; in this 
case, the reference object or place is merely related to some point in the interior of the 
path; typical prepositions for routes are by, along, over, via, through, part, across. 

(27) The car passed by the house. 
The man ran along the river. 
The train ran through the tunnel. 

The Goal constituent may be quite complex for instance by including a route 
and an endpoint: 

(28) a. He ran through the door into the bedroom. 
b. The horse galloped across the bridge onto the field. 

3.2. Wc will now briefly examine a few verbs that incorporate certain 
exprcssions of goal, source or direction, and which consequently are more limited in 
thcir <listribution; such are thc following verbs expressing movement along the vertical 
dimension: rise, fall, ascend, descend. 

The verbs rise/fall signify movement upwards/downwards, and direction is 
eithcr mentioned explicitly or incorporated as part of the Goal constituent. Compare 
rise(falllgo. 

(29) a. The balloon rose up/went up (from thc ground). 
b.Thc balloon was • rising down/going down. 
c. The balloon was falling (down)/going down (to thc ground). 
d. The balloon was "'falling up/going up. 
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Rise/fa/1 optionally incorporate the directional particles W2l.drum which are 
always present in their conceptual environment. Their meaning is more specific and 
their distribution more limited than that of the generic verb go. The Goal may be 
accompanied by a Path and a Source constituent. 

(30) a. The package rose (up) on the conveyor belt. 
b. The package rose up the conveyor belt. 
c. Bubbles rose to the surface from the bottom ofthe lake. 

(31) a. The ball fell into the water. 
b. lt fell down through the chimney. 
c. He fell offhis horse. 

The verbs ascend/descend also signify movement along the vertical dimension. 
They are more complex and thus distributionally more restricted than rise/fall. They 
always incorporate the directional goal particles upldown, so that now not only (32a,b) 
are ill-formed but so are also (32c,d). 

(32) a. * John ascended down. 
* b. John descended up. 
* c. John ascended up. 

d. * John descended down. 

But ascendldescend also incorporate a specification of a Path component, 
therefore, they incorporate an expression oftype [UP/DOWN ON] NP. 

(33) a. John ascended the stairs [= went [up on] the stairs] 
b. John descended the stairs [ = went [ down on] the stairs] 

Climb is not restricted to vertical movement, but when it expresses movement 
up, it may optionally incorporate [UP ON] NP like ascend. Thus, in general, climb 
simply indicates a kind of groping movement, perhaps using one's hands, but in any 
dircction. But when there is no preposition and the verb is transitive, only UP ON can 
be understood (cf. 34d). 

(34) a. He climbed down the laddcr. 
b. John climbed into the tent. 
c. John climbed along the steep path. 
d. John climbed the ladder/the wall [= went up on the wall] 

The difference between thc sentences in (35) should be casy to grasp now. 

(35) a.??John rosc quictly (for a~ hour). 
b. John ascended quietly (for an hour). 

Sentence (35b) entails that John was going up along some object or path such 
as a stair, a wall, etc., because ascend incorporates a Path component. Sentence (35a), 
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with rise, does not imply any such object. Hence the sentence is somewhat ludicrous, 
implying that John is floating upwards. 

Finally, filnk is a verb that specifies its Goal as downwards and may also 
incorporate a significant Source point. 

(36) a. The rocks sank onto the floor of the tub. [The rocks went down 
FROM THE SURFACE onto the floor ofthe tub] 

b. The foundations have sunk. 

Notice the following minimal pair, due to Gruber (1965), where only the 
second sentence is natural, because it incorporates a source point. 

(37) a. The ship fell suddenly. 
b. The ship sank suddenly. 

The hypothesis of incorporation then explains subtle syntactic facts, related to 
the distribution ofparticles, but also to the transitivity vs intransitivity of certain related 
verbs (cf. rise I ascend I c/imb or fa/I I descend. Generalizing with Talmy (1975), from 
a cognitive psychological perspective, one may say that the conceptual sphere of 
movement and location simply involves a relation of relative prominence between an 
object or Figure (which moves or which is focuscd upon) and a Ground. 

3.3. As alrcady mentioned, a second conceptual sphere of interest in verb 
classification is that of action and causation. Some of the roles involved are Agent, 
Patient, Instrument, Cause. 

(38) a. John washed his shirt with detergent. 

b. The earthquake badly damaged the housc. 

The generic verb in the action field is ACT or DO ( 'x acts (on y)', (cf. Ross 
( i 976), Jackendoff (1987)), involving an Actor (Agent or Instrumcnt/Causc) and an 
optional Patient/Themc. 

Coming back to the verbs of motion/location, it appears that the action and 
movement ti_cr may combine i1l,_.the meaning (LCS) of predicates, which thus express 
movement mduced by an·· -'gent/Instrumcnt/Causc. Therc arc dozcns of non­
causative/causative pairs of vctbs of movcment; the same lexical fonn may be used, 
thcre may be morphologically rclated pairs, or there may be lexically different roots. 
Hcrc are a fcw examples, illustrating these possibilities: 

(39) a. The hali rollcd down the hill. 

He rolled the ball down thc hill. 
b. His voicc lowcred to a whisper. 

He lowered his voicc to a whispcr. 
c. The plane flew. 

She was flying thc kile. 
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d. The sunken ship rase to the surface. 
They raised the sunken ship to the surface. 

e. The trees fell down. 
They felled the trees down. 

f. Simon came into the room. 
I brought Simon into the room. 

g. The ball went out ofthe window. 
The boy threw the ball out ofthe window. 

Causative verbs ofmovement have a more complex role structure: 

( 40) drop, /ower, rol/, sink, ➔ 
<(Agent)(Instrument) (Source) (Goal) Theme/Patient> 

When there is no Agent/lnstrument/Cause, the verb is used intransitively. 
While in all the examples given so far, the Agent or Instrument is understood as a 
'sufficient cause' for movement, using contrasts Iike those in (41) below, Gruber (1965) 
also motivates a second kind of agency, called pennissive a~ency. A pennjssive Agent 
simply does not obstruct movement, but Jets it occur. 

(41) a. The rock went down the cliff. 
The bird flew out of the cage. 
Sam ran around the tree. 

b. Bill pushed rock down the cliff. 
Bill removed the bird from the cage. 
Bill made Sam run around the tree. 

c. Bill dropped [= let fall] the rock down the cliff. 
Bill released the bird from the cage. 
Bill let Sam run around the tree. 

Examples (41b) illustrate causative agency, while sentences (41c) offer 
instances of pennissive agency. One more interesting point in the analysis of causative 
verbs of rnovement is that since the Agent/Instrument is a causer of movement it may 
produce movernent to him or away from hirn, so that the causer of movernent will 
simultaneously count as the Goal or the Source of movement. The same entity perfonns 
two non-contradictory roles. 

(42) 
a. 

Agent/Instrument as Source 
I threw the ball at him. 
The radio sends message into space. 
Agent/Instrument as GoaVLocation 

b. Bill caught the bal!. 
Bill kept the bal!. 
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lt is part oftbe lexical meaning of certain verbs (throw, fling, kick, catch, drop, 
keep, etc.) to specify whicb one oftbe PPs (Source or Goal) may or must coincide witb 
tbe causer ofmovement (Agent, Instrument). 

4. Non-spatial semantic fields. 
The great insigbt of Gruber (1965), taken up by Jackendoff (1983, 1987), 

Lakoff ( 1.987) a.o. is tbat tbe semantics of rnotion and location provide tbe key to a 
wide range of furtber semantic fields. Fields differ in tbe following way ( cf. Jackendoff 
(1983)): a) wbat sorts of entities may appear as Tbeme; b) wbat sort of entities may 
appear as reference objects; c) wbat kind of relation assumes tbe role played by 
movement/location in tbe field of spatia! expression. 

Tbe bypotbesis of tbe conceptual similarity of tbe fields is supported by formal 
sirnilarities manifest across apparently unrelated domains, in tbe use of tbe same 
syntactic and lexical pattems, particularly tbe use of tbe same prepositions and even tbe 
same verb. 

41. Alienable Possession and Cbange of Possession. Oversimplifying, we may 
describe this field as follows: a. Tbings appear as Tbemes. b. Things, in fact botb 
people and objects, appear as reference objects in tbe Source, Goal, Location 
constituents.c. Tbe relation tbat corresponds to location is 'being alienably possessed', 
tbat is 'x bas / possesses y' is tbe conceptual parallel of 'Y is at x'. Tbe rclation 
corresponding to cbange of location from Source to Goal is cbange of 'possession'. 
Notice tbe occurrence of spatia! prepositions witb verbs of possession like belong. 

(43) a. bave, own, possess: <Tbeme, Location (Possessor)> 
b. Beth bas/ owns / possesses a nice doll. (i.e. , The doll is at / with Beth.) 
c. Tbe doll belongs to Beth. 
d. The cookies belong in tbe jar. 

'Cbange of possession' appears as movement from one possessor to tbe· next. 
Ali the cbange of possession verbs are ditransitive verbs. The Tbeme is constantly 
realized as a DO. Eitber tbe Source or tbe Goal is cbosen as Subject, and it is alsa 
interpreted as tbe causer of tbe deal, i.e. as an Agent. Tbe tbird participant will be a 
Goal / Source witb a cbaracteristic preposition. 

(44) a. He deliberately sold tbe fake to bis ricb uncie. 
Source/ Agent Tbeme Goal 

b. Mr. Smith inadvertantly bougbt this fake from bis nepbcw. 
Goal/ Agent Tbeme Source 
c. sell: <Source/Agent, Tbeme, Goal> 
d. buy: <Goal/ Agent, Tbeme, So urce> 

Just as in the field of concrete movement, abstract movement may be non­
causative, or may resuit frorn causative, or merely permissive, agency: 
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non-causative transfer of possession 
John won a fortune from Mary / on the pools. 
John )ost the book to Bill. 

b. causative transfer of possession 
He seized the book from Jane. 

He skilfully acquired this piece of information from me. 
He bought this painting from a cousin really for nothing. 
He passed the cookies to the guests. 

c. permissive causation 
We offered flowers to the guests [ offer = Jet have] 

Amy gave up / relinquished the doll to her sister. 
Beth didn 't accept the diamonds from her sister. 

The consistent use of the Source-Goal prepositions FROM-TO with verbs 
exprcssing change of possession supports the idea that change of possession is a case of 
metaphorical movement. At the same time, the ficld of posscssion has also dcveloped 
formal means that are characteristic of it. Thus the [+Personal] Goal, involved in 
'transfer ofpossession' deals, may be expressed in two ways in English: either by using 
thc Goal preposition to, or by using a specific "recipient" construction; in fact, some 
authors have proposed that there should be a case called Recipient "which is a subtype 
of the Goal thematic relation and occurs with verbs denoting change of possession such 
as give, ojfer, etc." (Cowper 1992: 49). 

(46) a. We gave a present to George. 
b. We gave George a present. 
c. We sent the rocket to the Moon. 
d. *W e sent the Moon the rocket. 

English thus, on the one hand shows the relatedness between 'change of 
position' and 'change ofpossession' employing a common Goal preposition; and on the 
other hand, it also indicates the difference between them, disposing of a typical 'change 
of possession' pattern (cf. the contrast between (46b,d)). Other languages, like 
Romanian, Russian, a.o., stress the dissimilarity between Goal and Recipient, by 
assigning different morphological cases: Dative for change of posscssion, and a 
prcpositional construction for movement. 

(47) a. Am mers la primărie. (change oflocation) 
b. Am dat flori primarului. (change ofpossession) 

(Of course, in informal Romanian, the Recipient may also be expressed with 
the Goal preposition la: Nu le-a dat bani la oameni.) At the opposite end of the scale 
from Romanian, Finnish uses oilly a Goal dircctional construction for both Goal and 
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Recipient (cf. Dahl (1987)). lt is really unpredictable which of the conceptual similarities 
between fields will be backed up by formal similarities in individual languages. 

4.2. The second non-spatia! field where the Source-Goal pattem functions 
systematically is that of identiflcation, which deals with the categorization and 
ascription of properties, and also with changes of status. Using the model suggested by 
Jackendoff (1983), one might describe this field as follows: a. Things (objects and 
people) appear as Themes. b. Types of things and properties (NPs or APs) appear as 
reference objects. c. Being an instance of a category, or having a property, and 
changing one's status are the analogues oflocation and motion respectively. 

We will exarnine only a few verbs of "abstract movement" from one state into 
another: turn, change, convert, transfonn, fall, become, grow, go. Some of them exhibit 
the ful! Source-Goal construction. Notice the use of spatia) prepositions. 

( 48) a. John decided to turn from a loyal patriot to a redcoat. 
b. He converted from a Protestant to a Catholic. 
c. Suddenly, the coach changed from what it was into a pumpkin. 

d. The little house transformed from what it was into a palace overnight. 

Often, only the Goal expression occurs. It may contain TO or INTO; according 
to Gruber ( 1965), TO often indicates non-permanent, superficial change, while INTO 
may suggest complete, permanent change. 

( 49) a. The light changed to green. 
b. The icecream changed to a liquid. 
c. They fell to blows. 
d. They fell into silence / into despair / into poverty. 
e. John converted into a dwarf / *to a dwarf. 
f. He came to power. 
g. He came into a fortune. 
h. He went into a fit / out of power. 
i. He is going from bad to worse. 

The Goal preposition may be incorporated, under specific circumstances, for 
verbs like turn, fa/I, go and always for verbs like become. 

(50) a. John tums cook when his wife is away. 
b. His complexion tumed a funny shade of green. 
c. Bill tumed a too large weight. 
d. He fell heir to his uncie' s estate. 
e. She fell an easy pray to him. 
f. He went mad. 
g. He became a doctor. 

4.3. Conclusions ofthe analysis: 
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a) The study of the verbs in each subdomain evinces a high degree of 
systematicity in the organization of each field. The discussion in terms of case frames 
or role structures proved fruitfuJ in making explicit important semantic similarities 
between the lexical items of each field. Subtle differences in the meaning and the 
syntax of these verbs could also be explained, as reflecting different role structures or a 
different use of mechanisms like incorporation (think of pairs like rise/ascend, fa/1/sink 
etc.). b) The analysis revealed the conceptual similarities between three different 
semantic domains: location and movement, possession and change of possession, being 
and becoming. The conceptual similarity accounts for the quite considerable formal 
similarities in the three domains, manifest in the use of the same lexical pattems, the 
use of the same prepositions and sometimes even the use of the same verbs; indeed, we 
find that some verbs occur in all three fields (e.g. go: He went out of the room, The 
estate went to the eldest son, He went out of his. mind), many occur in at least two 
(come, grow, turn, run etc.), while others are specific to only one field (donate, 
become, rol/). c) The amount of formal support for these conceptual similarities is not 
predic table and varies from one language to another. Emonds ( 1989) claims that at least 
with respect to these fields Germanic languages are more transparent than Romance 
languages. d) A fact of considerable interest is that these conceptual and formal 
similarities between lexical domains reveal the existence of widespread systems of 
metaphor in language and thought. Actually a stronger claim can be put forth: the fîeld 
of spatial location and movement has cognitive priority - it serves as a model in the 
conceptual organization of other fields. lf there is any primacy to this field, it is because 
the spatial field is strongly supported by nonlinguistic cognition; the human person's 
location and movement in space provide the common ground for the essential faculties 
of vision and touch (and also for action) which may all interact with the language 
faculty. This means that "in exploring the organization of concepts which, unlike those 
ofphysical space, lack perceptual counterparts, we do not have to start de novo. Rather, 
we can constrain the possible hypotheses about spatial concepts to our new purposes. 
The psychological claim behind this methodology is that the mind does not 
manufacture concepts out of thin air. Rather it adopts structures which are already 
available" (Jackendoff,1983: 89). The study of language can offer an insight into 
concept formation - a problem of cognitive psychology. 

5. Integrating role-structure in syntax. 

5.1. Since thematic theory appeared to be saying something essential about 
language, it was thought highly desirable to systematically relate it to syntax and 
morphology, making it part of formal grammar. The earlier attempts at integration (due 
to Fillmore (1968) or Anderson (1971)) simply projected case-frames as deep 
structures, and proceeded through rather complex and arbitrary transformations to 
derive the surface structures. 
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In GB theory, the integration of the argument structures from the lexicon in 
syntax, was primarily viewed as "linking", a mechanism by which thematic roles are 
correlated with subcategorization frames and ultimately , with subcategorization 
positions in the PM, Setting up linking principles falls within the GB theory of 
0-relations; the 0 Theory module, It should be understood from the start that, from the 
point of view of the various syntactic processes, what counts is to distinguish between 

8-marked positions in the PM and non- 0-marked positionsf Any ~yntactic position 
capable to receive a 0-role is an argument position (=A-position), and any NP filling an 
argument position is an argument, Therefore, the subject and objects are the arguments 

_,ol 
of the verb, : 

A predicate 0-marks all the syntactic positions for which it is subcategorized; 
thematic-roles index the syntactic positions in the subcategorization frame, and the 

Iatter shows how the 0-roles are morpho-syntactically coded, Any NP occupying the 
respective position will be given a thematic index, and will thus be thematically 

identified, The roles in the predicate's 0 -grid match the subcategorization frame. 

(51) 
borrow 

like 

I borrowed the book from a friend. 
<Goal /Ag, Theme, Source> a-structure 

[ -- NP PP ] subcategorization frame 
I like roses. 

<Experiencer, Theme> 
[- NP] 

a-structure 
subcategorization frame 

One argument of each verb does not fall within the domain of 

subcategorization, namely the subject; its 0-role remains unlinked. The subject is 
referred to as an externai argument, while the objects, which are inside the 
subcategorization /rame and dominated by the first projection of the head are called 
internai arguments. 

(52) s 
NP VP 

Aux 
yo 

V 
NP 

p 
pp 

NP 

The terms intemal/extemal argument are due to Williams ( 1980) and have to 
do with his theory of predication. A predicate, in Williams' view, is an unsaturated 
maximal projection (having just one open position). A subject is thcn defincd as an NP 
which is externai to the VP and which c-commands it (asin (52)) . 

. Marantz (1984) suggests that the difference betwccn thc externai and thc 

internai argument alsa !ies in thc manncr of 0-role assignment. He proposes (correctly, 

we believe) that the verb (or any other predicate) can directly 0-mark only one 
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argument, this is the direct argument, the Direct Object. The other internai arguments, 
which are PPs in English, are jointly assigned their 0-roles by the preposition and the 
verb. They are indirect_arguments. Remember that subcategorized prepositions are 
selected and governed by verbs and this allows verbs and prepositions to jointly 0-mark 
an argument. Thus, in He looked for_the child (=He tried to find the location of the 
child), the child is assigned the Theme role (as can be seen from the paraphrase) jointly 
by look andfor. (ln languages where indirect arguments can alsa be realized as oblique 

cases, 0-marking is achieved by the verb in conjunction with the oblique case-ending; it 
is a property of oblique endings (Dative, Ablative, Instrumental, etc) that they express a 
lirnited nurnber of related roles; the verb selects one of the available possibilities. Thus 
the interpretation of the Romanian Dative as Recipient/Experiencer/Benefactive/Goal 
will depend on the choice of the verb. 

(53) a. Copiilor le plac bomboanele. (Experienccr) 
b. Le-a dat bomboane copiilor. (Recipient/Goal) 
c. Le-a cumpărat bomboane copiilor. (Benefactive) 

In contrast with the internai arguments which are directly or indirectly 

0-marked by the verb under govemment, the subject role îs assigned by the VP (the 
maximal V-projection), under predica/ion. The content of the whole VP is relevant for 
the way the subject is understood. Consider the way in which the Agent role is 
interpreted in the sentences below: 

(54) a. He threw a ball. (54') a. He killed the cockroach. 
b. He threw a fit. b. He killed a bottle. 
c._ He threw a party. c. He simply killed the audience. 

d. He killed the conversation. 
e. He killed the evening. 

The examples show that,for the same verb, what the bearer ofthe Agent role is 
supposed to do to qualify as an Agent varies considerably. The interpretation of the 
Agent/subject depends not only on the verb, but on the combination verb+objects; we 
say that the interpretation of the subject role is compositional. 

5.2.Several researchers proposed that it was possible to express the difference 
between the externai argument and the internai arguments, as well as between the direct 

argument and the indirect arguments on the 0-grids themselves, for instance as shown below: 

(55) give 
put 
frighten 

Source/Agent <Theme, Goal> 
Agent <Theme, Location> 
Theme <Experiencer> 

The role outside the angled brackets is the externai argument, i.e., the 
subject. The underlined role inside the brackets is the direct argument 1.e., the 
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(non-prepositional) direct object. A new conception of thematic grids has emerged. 
Thematic grids Iike (55) are not only sets of roles, but they also give syntactic 
information about the coding of these roles. They assume, at least in part, the function 
of subcategorization frames. This raises the question of whether subcategorization 
frames are still necessary. We will come back to this question in the next chapter. The 

importance of representations like (55) was that they stressed the idea that the 0-grid 
was stroctured ,in the sense that certain roles are more_prominent than others. In 
(55), prominence is directly linked to syntactic coding as Subject/D0/other. Other ways 
of understanding relative prominence among roles have also been proposed (see 
next chapter). 

Î6) Where do 0-roles come from? 

Throughout the discussion of 0-roles, wc mentioned onc difficulty that was 
encountered: this is the lack of formal criteria for reliably determing whether an NP 

does or does not bear a certain 0-role; one does not possess reliable definitions for 
cases, nor can one establish with any certainty how many different cases there are. 1s 
Recipient the same role as Gcal? Is Patient the same as Theme? The difficulty to use 
role labels consistently only sharpens, if we attempt to directly provide subcategorial 

information on 0-grids, as done in (55). 
In this section, we present a rather radical solution to this problem, adopted by 

most researchers in the field (Jackendoff (1983) (1987), Rappaport and Levin (1988), 
Zubizaretta (1987): Speas (1990) a.o.) - the solution amounts to giving up role /abels as 
theoretically significant constrocts. lt is claimed that thematic roles are not primitives 

; of semantic theory. They are inferred from -th_e_ meaning ,(= "lexical conceptual 
, structures" = LCSs) of the predicates and they represent recurrent conceptual 

configurations (verb components) in the meaning of predicates. Role labels are 
abbreviations for such configurations, but have no other theoretical significance. The 
meaning of the verb imposes certain conceptual constraints on the participants. These 
conditions, which follow from the meaning of the verb, define the roles. Each role is, 
therefore, a set of entailments endorsed by the meaning of the verb. 

6.1. We will now look at an example of how roles are read off LCSs and why 
this is a preferable solution. The argument is that role labels do not have sufficient 
explanatory power in themselves. Consider the so-called 'locative altemation' exhibited 
by verbs like spray, load, plant, eram, stu.ff. etc. 

(56) a. Jack sprayed paint on the wall. (locative variant) 
b. Jack sprayed the wall with paint. (with variant) 

(57) a. Bill loaded cartons onto the truck. 
b. Bill loaded the truck with cartons. 

(58) a. Bill crammed food into the freezer. 
b. Bill crammed the freezer with food. 
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(59) a. Bill stuffed feathers into the pillow. 
b. Bill stuffed the pillow with feathers. 

The (a) and (b) sentences in each pair seem to describc thc same event: they 
each involve an entity or a substance coming to be at a particular location through the 
action of an Agent. Let us (tentatively and temporarily) refer to their arguments as 
Agent, Locatum ( or Theme in change of movement predications, but not in change of 

state predications) and Goal (cf. Rappaport and Levin (1988: 19)). Considering the 
near-paraphrase relation between the two variants, it would be dcsirable to say that they 
represent the same theta-grid, say (60) below. 

(60) 1oad <Agent, Locatum, Goal> 

On the other hand, ifwe want to give information about the syntactic coding of 

the arguments, two different 0-grids must be proposed, in view of the different direct 
argument choices in the two sentences of each pair. The possibility of using distinct role 
structures gains support from the observation that thcre is a systematic difference of 
meaning between the two variants. Namely, when thc Goal argument is realized as a 
Direct Object, it is understood as being wholly affected by the action denoted by the 
verb (i.e. the whole wall is sprayed with paint in (56b)). When this argument is realized 
as the object of a preposition, a partially affected interpretation is alsa possible. Thus, in 
(57b) the truck is full of cartons, but this is not necessarily so in (57a). Let us see what 
role structures may best represent the meaning difference between the two variants. 

The locative variant (57a), namely, the varianty with a locative preposition, 
exhibits a familiar lexical pattem: the pattem of a verb of movement (where the Agent 

is also a metaphorical Source); and then, using Theme in Gruber's sense (entity that 
moves) or Locatum, the locative variant can be represented asin (61a) or (61b). 

(61) a. Agent <Theme, Goal> 
b. Agent <Locatum, Goal> 

To determine the role structure of the second variant, the so-called with variant, one 
may capitalizc on the semantic difference presented above, and describe the event in 

the second sentence as a change of state, rather than, simply, change of location, 

involving an Agent, an aflected entity, that is, a Patient or Theme (=the former Goal), 
and the entity that gets moved in the process, the Locatum ( or displaced Theme, as 
somc analysts havc called it, to suggest that this Theme does not appear in its expected 
Direct Object position). The role structure assigned to the with variant might be (62): 

(62) Agent <Patientffheme, Locatum> 

6.2. Howcvcr, on closcr inspection, any account of the spray/load altemation 
which relics on two 0-rolc lists is seriously flawed. ln the absence of a clear definition 
of ThemdPatient/Locatum, the two lists might be rcgarded as just another way of 
cncoding the fact that eithcr the Goal or tţie Locatum of the unique list in (60) may be 
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associated with the direct argument variable. Worse, when the two variants are assigned 
different thematic structures, the ability of the analysis to capture the near-paraphrase 
relation between them is lost. Finally, as we now discuss in more detail, the two 8-role 
lists also hide the relation between spray/load verbs and another verb subclass 
exhibiting the locative altemation: the clear verbs (clear, empty, etc.). 

Like the spray/load verbs, the clearlempty verbs allow two alternative 
realizations oftheir argurnents: 

(63) a. Mary cleared the dishes from the table. (locative variant) 
b. Mary cleared the table of dishes. (of/with variant) 
a. Mary emptied water from the tub. 
b. Mary emptied the tub ofwater. 

The members of this subclass are in some sense the semantic inverses of the 
spray/load verbs, since they denote the removal of a substance or entity from a location 
by an agent. We might show this by analysing both variants or at least the locative 
variant asin (64). 

(64) clear: Agent <Theme, Source> 

The affected interpretation is again manifested in the oflwith variants of the 
clearlempty verbs. Again, we might analyse c/ear (in (63b)) as a change of state verb, 
in which the DO entity is seen as the affected element, perhaps as in (65). With these 
verbs the affected entity is the fonner Source, while the entity that moves is a displaced 
Theme or Locatum. 

(65) clear: Agent <Patient!Theme, Locatum> 

The 8-role lists of the two subclasses (i.e. (62) and (65)) are no longer distinct 
on the withlof variant. Yet, the Patient/Theme in the role !ist is alsa, altematively, 
interpreted as a Goal with a verb like load, but as a Source with a verb like c/ear. "This 
very obvious difference is no longer reflected in the lexical-semantic representation, a 
serious drawback, since lexical-semantic representations are supposed to capture 
precisely such differences in interpretation." (Rappaport and Levin, 1988: 23). 

To put it briefly, an analysis which makes use of a single 0-role list gives a 
simple account of the near-paraphrase relation, but fails to give appropriate infonnation 
for linking and fails to account for the affected direct object interpretation. An account 
based on two 0-role lists gives information regarding subject/object selection and 
accounts for the affected interpretation of the direct objcct (cf. the Patient role), but is 
unable to capture the paraphrase relation. Thus each of the analyses handles separate 
facets of the altemation. This can be taken as a reflection of thc fact that 0-role lists 
abstract away from the meaning of a verb in such a way that they provide only a partial 
meaning representation. What is necessary is a more complex representation of the 
verb's meaning that will permit an analysis capturing at the same timc the similarity 
and the difference in the locative altemation. The suggestion is to draw on lexical 
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conceptual structures (definitions of meanings) which offer a more complete 
representation of predicate meanings, and which are anyway required as a part of the 
(mental and) linguistic lexicon. 

6.3. In our first discussion of the lexicon, it was proposed that a complex 
symbol was a set of features : syntactic features (categorial and subcategorial) and 
semantic features (including selectional restrictions). The meaning of a lexical concept 
was viewed as a set of features jointly truc of any object falling under that concept ( e.g. 
bache/or(x) = 'unmarried (x) and male (x)'), i.e., a bachelor is somebody who is male 
and unmarried). Progress in lexical semantics bas documented the existence of a variety 
of models of conceptual organization, relevant in defining the meaning of lexical items, 
i.e., relevant in th,! elaboration of lexical conceptual structures (LCS), only one of 
which is the classical 'set offeatures' model (cf. Lakoff(l987)). 

1n the case of verbs, the features are themselves (more) elementary predicates 
(i.e. sentential coi:nponents), linked by various relations. The meaning of a verb is 
decomposed into more elementary predicates. Some of these (like BECOME, CAUSE, 
BE, GO) occur over a broad spectrwn of the vocabulary, defining classes of 
semantically related verbs. The argument places of these predicative constituents are 
held by variables. (Variables are place holders for NPs). Here are a few examples: 

(66) a. put [[x does something] cause [y come [to he at z]]] 
(x does something which causes y to come to he at z) 

b. kill [x does something] cause [y come[to be not alive]] 

The variables in LCSs are ultimately mapped anto positions in syntax. The 
relation between LCS and syntax is mediated by role-structures which need not contain 

0-role labels, but only indications of relative prominence between variables. The 
argument structure of the LCS indicates a verb's adicity, with one variable 
corresponding to each argument. Notions like Agent, Theme, Location etc. are not 

primitives, but are definable in terms of positions within LCSs. The 0-role "abbreviates" 
a certain conceptual configuration. "Theme" is the role defined by (66a) (entity that 
comes to he at a LOCATION), or by (66b) (entity that comes to he in a STATE). 
Similarly, the subject ofthe verb DO in (66a,b) is either an Agent or an Instrument and 
further specification as to (+ Human] will distinguish between these two roles. In other 

words, 0-roles are defined notions: they may he convenient mnemonics or descriptive 
labels, but have not theoretical status. We may, and will, continue to refer to variables 

in LCSs by 0-roles labels, but the labels are to he understood as means of referring to 
variables in particular LCS substructures. 

6.3. Let us see how an approach in terms of predicate decomposition deals 
with the locative alternation ofthe spray/load class ofverbs. We continue to accept that 
spray/load have two semantic representations. The first meaning of spray (the locative 
variant) is an instance of a changc of location. A simpli fi cd LCS is ( 67). 
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(67) load [x does ... [cause [y to come tobe at z]]] 
(x does something which causes y to come tobe at z) 

The verb in the with variant is semantically more complex; it is likely to have 
a meaning component that the locative variant lacks. As evidence, note that while both 
variants in (68) entail (69a), only the with variant in (686) entails (696). 

(68) a. Henry loaded hay onto the waggon. 
b. Henry loaded the waggun with hay. 

(69) a. Hay was loaded on the waggon. 
b. The waggon was loaded with hay. 

This entailment suggests that the verb in the with variant, but not in the 
locative variant, denotes the bringing about of a change in the state of the Goal 
argument. This meaning component produces the affected interpretation of the Goal 
argument, which is now also viewed as Patient. At the same time the representation of 
the with-variant must capture the near-paraphrase relation between the two variants. 
Characterizing more precisely the paraphrase relation, wc may say that the with variant 
entails the locative-variant, but nat vice versa. The locative variant is included in the 
.with-variant as a meaning subcomponent. Drawing together these observations, the 
following LCS (=70b) might represent the meaning ofthe with variant: 

(70) a. load [[ x does something (LOAD)] cause [ y to come [tobe at z]]] 
b. load [[[ x does something (LOAD)] cause [ z to come [ to in a 
STATE]]]BY MEANS OF [x does smth [y to come [tobe at z]]] 

The representation in (70a) indicates that load names an event which involves 
a change of location. The representation in (70b) indicates that load names an event in 
which a change of state is brought about by means of a change of location (the with 
variant). Thus the LCS in (70b) subsumes the one in (70a), which is embedded in a 
MEANS clause; this explains the paraphrase relation. The feature LOAD in (70) is 
intended to indicate the specific manner in which the activity of loading takes place. 
The presence ofthis component sets load apart from spraylcramlstujf, etc. The prescnce 
of this component of meaning differentiates between the locative altemation verbs and 
the verbs of pure change of state like break, or verbs of pure change of location like 
put. Let us see how degrees of prominence and the 8-grid can bc determined on the 
basis ofthe lexical conceptual structure. ln (70a), prominence relation are directly "read 
oft" the LCS, (71). 

(71) x<y,locz> 

For (70b) we may assume a general convention, saying that thc main clause of 
the decomposition detennines the basic class membership of the verb and determines 
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the linking of the variables. Therefore, the variables in the main c/ause of the LCS are 
more prominent than those in the subordinate clause (cf.Rappaport & Levin, 1988). 
Given this assumption, the verb in the with variant is basically a change-of-state verb, 
and the variables x, z in the main clause are more prominent than y1 which occurs only 
in the subordinate, means clause; it follows that the z variable in (70b), which 
corresponds to the argument denoting the entity suffering the change of state, is the one 
which will be associated with the direct argument variable, in a theta-grid like (72): 

(72) x < z, with y > 

The role structure is thus deduced in a principled way, from the lexical 
conceptual structure ofthe predicate. 

6.5. A last detail in this analysis is to what extent the use of with is justified at 
all by the semantics of English. Before we answer this question, notice that the variable 
y introduced by with is a Theme in the means clause, a Theme in a change of location 
predication, moreover, it is a Theme which is not sufficiently prominent to become the 
direct argument, as already explained. Rappaport and Levin (1988) call it a "displaced" 
Theme and notice the systematic occurrence of with with the "displaced" Themes of 
other verb classes, such as verbs of inscribing, verbs of presenting and verbs of forceful 
contact, all of which occur in altemating structures. 

(73) a. The jeweler inscribed a motto on the ring. 
b. The jeweler inscribed the ring with a motto. 

(74) a. The judge presented a prize to the winner. 
b. The judge presented the winner with a prize. 

(75) a. Kevin hit the stick against the wall. 
b. Kevin hit the wall with the stick. 

The preposition with is generally associated with the Instrument role. 

(76) He broke the window with a hammer. 

In general, instruments are entities manipulated by an agent in order to bring 
about an action. For instance, in (76), the instrument îs the Theme of the agerit's action 
(a change of location), which brings about the change of state that the verb break 
denotes. Thus, with is used with Themes în change of /ocation predications, and these 
Themes can also function as Instruments or displaced Themes. Notice that Themes in 
change-of-state predications (Patients) cannot take with. 

(77) a. I broke the stick against thc table. 
b. "'I broke the table with the stick. 
(ungrammatical on a reading where the stick breaks) 

(78) a. I hit the stick against the wall. 
b. I hit the wall with the stick. 
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With break (in 77), the Theme undergoes both a change of Iocation and a 
change of state, hence with is not usable. In (78a,b), despite its different gramrnatical 
functions, the NP the stick is interpreted merely as an entity that changes location, but 
remains in the same state (despite its different grammatical functions). With may 
accompany the NP the stick , which is a displaced Theme. 

7. Conclusions. 
1. The concept of thematic role may be understood with respect to two distinct 

lexical representations, the lexical conceptual structure of a predicate and the 0-grid or 
argument structure of a predicate. 

2. Thematic roles are not primitives of semantic theory. They are inferred from 
( or defined on) lexical conceptual representations. They represent recurrent conceptual 
configurations in the conceptual representation of predicates. 

3. From the point of view of the 0-grid, what counts are the relations of 
prorninence that identify the externai argument (D-structure subject) and the direct 
argument (direct object). Prorninece relations are deterrnined by the LCS. 

4. The 0-grid, like the LCS, is an element of the lexicon. Since 0-role labels 
themselves are not included ir, 0-grids, it is quite clear that they are syntactic objects, 
which are however linked to variables in LCSs. We may think ofthe LCs as the lexical 

part of a word meaning and the 0-grid as (an aspect of) the structural part of a word's 
meaning. 

5. 0-grids mediate between LCS and syntax, either by being linked to 
subcategorization frames or by bcing directly projected onto D-Structure syntax. 
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THEMATIC RELATIONS 1N SYNTAX 

I.Role tiers. The thematic hierarchy. 
In the previous chapter, we have established that the lexical entries of 

predicates also include 0-grids or argument structures (= a-structures, cf. Grimshaw 
(1990) a.o.), which are abstracted away from the predicates' meaning, i.e., their LCSs. 

Secondly, we emphasized that 0-grids are more than sets of role labels; they are 
structured in terms of relative degrees of prominence of the arguments. The degrees of 
prominence signal syntactic behaviour, namely the way in which the respective role is 
assigned: direct assignment by the verb in the case of the direct argument, assignment 
by a preposition (or case inflection), possibly in conjunction with the verb, in the case 
of the indirect arguments, compositional assignment by the VP in the case of the 

externai argument (the D-Structure subject). The information contained in 0-grids, possibly 
mapped onto subcategorization frames, is essential for the projection ofD-Structures. 

In this chapter, we first present an interesting elaboration of the notion 
a-structure, due to Grimshaw ( 1990), which has, apparently, gained acceptance among 

researchers. Secondly, we turn to the principles of the 0-theory module of UG, 
examining the projection of D-structures from a-structures. Thirdly, we discuss the 

intcrface of 0-thcory with other modules and subtheories of UG, such as Move ex , 
govemment theory, etc. 

1. 1. Grimshaw's proposal. Grimshaw shares the opinion that the a-structure of 
a predicate is derivable from key characteristics of its meaning; she alsa shares in the 

belief that the 0-grid is a structured representation which indicates prominence relations 
among arguments and that essential aspects in the syntax of a predicate derive from its 
a-structure. 

The novelty of her approach is to propose that prominence relations are 
established along two conceptual dimensions represented in a predicate's LCS: the 
thematic hierarchy, and the aspectual properties of the predicate. Due to the inter­
relation of thc two conceptual domains, prominence relations (along one line) do not 
dircctly signal means of syntactic coding (e.g. the notions D-Structure subject and 
externai argument no longer coincide). The model gains descriptive and explanatory 
power, and thc idea that the aspectual properties of a verb influcnce its syntax is 
valuable and likely to be correct. 

The Thematic Dimension. Taking into account how "active" different 8-roles 
are in synt~ctic and semantic processes, linguists have set up · a thematic hierarchy 
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(cf. Jackendoff (1972), Nishiguachi (1984), a.o.). Grimshaw adopts the version of the 
hierarchy given in (1), and she proposes that the thematic hierarchy is an organizing 
principie for a-structures, since it reflects the semantic properties of the roles. 
Remember that each role abbreviates a cluster of entailments endorsed by the rneaning 
of some class of pred.icates ... 

--, --
(I) Thematic Hierarchy - .. 

_ (Agent (Experiencer (Goal/Source/Location (Therne))))) 
. -· .• --··" 

There is little doubt that thc Agent is the rnost prorninent role (more arguments 
will bc providcd in this chaptcr). Thc central rolcs .in thc hicrarchy all havc to do with 
thc idea of location, the Expcricnccr includcd: the Experiencer is a "personal location", 
thc locus of a psychological proccss. The relatedness of thc Expericncer and the Goal is 
obvious in English, wherc they sharc the prcposition to (He was kind to me (Exp), He 
gave a/I this possessions to the poor (Goal), or in Romanian where thcy sharc the 
Dative casc (!mi plac dulciurile (Expcricncer), Şi-a vândut sufletul diavolului (Goal); in 
fact, they arc sufficiently alike to be rcgarded as specializations of thc samc 
prototypical role. The highcr position of the Experiencer in thc hierarchy is due to its 
always bcing [+Personal], unlike thc othcr locative roles. We will accept that the 
Theme is less promincnt than the thrcc locative roles (Goal/Source/Location), although 
this may be debatable. In the unmarkcd casc, thcmatic prominence coincides with 
syntactic prominence; for example, for a verb like murder, thc thematic prominence 
rclations arc thosc givcn in (2a); as expectcd, thc most promincnt role (Agent) 
corrcsponds to the highest grammatical function (Subjcct in (2b)). 

(2) a. murdcr(x (y)) 
Agent Theme 

b. They murdcred innocent pcople. 

But this is not always the case. Consider some verbs that have thc a-structure 
in (3), where Expcriencer is higher than Themc, according to the thematic hicrarchy. 
We would expect thc Expericnccr to be projectcd as subjcct and the Theme as some 
kind of object. There are verbs that confirm this expcctation such as fear, Iove, hate, 
etc. (sec ( 4)), but there arc also quitc a fcw verbs that disconfirm the prediction, such as 
trighten, surprise, mnaze; these vcrbs promotc the Theme as subject, as secn in the 
cxamplcs in (5 ): 

(3) (x (y)) 
Experiencer Themc 

( 4) They fear the gods. 
Thcy Iove daffodils. 

(5) Thunder frightens them. 
This country amazcs everybody. 

TlllS shows !hat more !han thc !hematic hierarchy is at stakc in dcciding 
syntactic rclations; therc is, presumably, some othcr principie that supplcments thc 
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hierarchy. In Grimshaw's view, this other factor is prominence m the aspectual 
hierarchy. 

One important claim stated with respect to the thematic hierarchy is that 

arguments are 0-marked (and therefore projected) in an order which is the reverse of 

the hierarchy, that is they are 0-marked/rom the /east prominent to the most prominent. 
The intuition behind this is that the least prominent roles are the most dependent on the 
verb for their interpretation, and this is why they are marked before the more 
independent roles. Indeed, Theme is differently understood with different verbs ( e.g. 
Patient rrheme / Precept. etc.,as seen in the previous chapter). 

One kind of evidence for this claim, and at the same time in favour of the 
hierarchy, comes from verb-based compounds like horse-riding, book-binding, God­

/oving. The non-head constituent (= the noun) satisfies an argument position in the 

a-structure ofthe head (the ing V). The 0-grid ofthe verb is organized according to the 
thematic hierarchy. In a verb-based compound, one argument is realized inside the 
compound, and the others, outside ofit. lt is naturally assumed that the elements inside 

a compound are 0-marked prior to elements outside the compound; these elements are 
expected to be lower in the hierarchy than the arguments realized outside thc 
compound. This expectation is confirmed. Consider the verb give with its a-structure 
(6); according to what we have said, the argument corresponding to Theme must be 

0-marked first, followed by Goal and then, by Agent. We expect the Theme (rather 
than Goal) to appear inside give~based compounds; this is indeed the case, as shown in 
(7). 

(6) give (x ( y ( z) ) ) 
Agent Goal Theme 

(7) a. gift-giving to children 
b. *child-giving of gift 

The same reasoning explains a rather unexpected asymrnetry between 
psychological verbs of the fear class and those of the f righten class. Generalizing from 
the example of give, discussed above, for both types of verbs, the syntactic Direct 
Object of the verb should appear inside the compound. 

(8) a. Man fears god. 
b. a god-fearing man 

(9) a. Teenagers love fun. 
b. a fun-loving teenager 

( 1 O) a. God frightens man. 
b. *a man-frightening god 

(11) a. This exploit appalls parents. 
b. *a parent-appalling exploit 
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(12) ful[, frighten (x (y)) 
Experiencer Theme 

Just as in the case of give, the least prominent argument in the a-structure, in 
our example, the Theme, must be satisfied first, while the highest, the Experiencer, 
must be satisfied last. An example like god-fearing i's consistent with this, since it is the 
Theme of fearing that is satisfied inside the compound and the Experiencer that is 
satisfied extemally. In man-frightening, on the other hand, man inside the compound 
corresponds to the Experiencer while the Theme is satisfied outside. Hence the 

arrangement of arguments is inconsistent with the principie that 0-marking must 

observe the organization of the 0-grid, and therefore, the thematic hierarchy. It is the 
a-structure, not the D-Structure function which deterrnines the well-formedness 
of compounds. 

1.2. The aspectual dimension. In this section, the aspectual classification of 
verbs will be briefly revie~ed, only in so far as it is relevant for a-structlll"es. W e are 
merely interested in the aspectual decomposition of predicates (Dowty (1979)), that is, 
in highlighting those more elementary component predicates that characterize the 
various aspectual classes. Since aspect deals with the temporal contour of events, the 
aspectual classification should in the end say something about the temporal structure of 
event-types, which is responsible for their particular entailments and for the distribution 
of the aspectual markers and of the temporal adverbials with event types. The 
hypothesis of lexical decomposition is that these entailments are in fact endorsed by the 
meaning ofthese elementary components (e.g. BECOME, DO, etc.), whose satisfaction 
conditions demand a certain temporal structure of the described event. 

Familiarity with the Vendler-Dowty and Mourelatos aspectual classification is 
presupposed. Reference will be made to the following event categories: states (know, 
believe, p/ease. fear. be talllgreen, concern, etc.); activities (proccsses) (work, nm, 
rumble, rol/, smoke, eat, play, swim, drive, seek), cvents which are eithcr instantaneous 
events (approximately, Vendlcr's achievements: melt, darken, find, collapse, explode, 
forget, notice, realize, begin, become, touch, reach, arrive at) or protracted/durative 
events (Vendler's accomplishrnents make, build a house , draw a pict11re, dig a hole, 
kil/, paint a landscape, etc.). Thesc verb-types differ in their conceptual complexity, 
describable in terms of semantic components in the LCS. 

Dowty hypothcsizes that the simplest conceptually are states, which are 
contained in the semantic make-up of achievements and accomplishments. 

States are temporally unbounded and qualitatively homogeneous. Since they 
are homogeneous, if V is a state, then V(x) is true at all subintervals of time I, 
including all moments of time. To detemine the truth-value of a state predication one 
does not need to consider more than a moment of time (Think of sentences like Bill is 
tal/. He knoi,·s E11glish.). 
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States may be judged as to truth at any moment of time, because they are not 
dependent on time. Bach ( 1981) notices that statcs have an abstract atemporal qua/ity. 
In contrast, in the case of events and activities, we are naturally led to think about their 
temporal structure and also about their temporal and spatial coordinates. Compare the 
naturalness of questions like: "Where and when did this event takc place?" "Where is 
this process going on?" against the oddity of "When and where is he tall?" or "Where 
does he know algebra?". 

Because oftheir unbounded and abstract quality, states are hard to individuate, 
they are uncountable; cardinal quantifiers, for example, do not occur in the context of 
state predications (*He loves opera twice), unless reference is made to occasions when 
the state was manifest (John hated liars three limes in his life.). 

Thematically, states are compatible with Themes (as we saw in the discussion 
location), Experiencers-(e.g.-lne -siibjects of Iove, haie, etc.) and other locative roles 
(The kichen{I::m:ation) reeks of tobacco (Theme)), _but not with Agent/Instruments, 
because states are not controllable (hence their non-occurrence in imperatives (*Know 
Russian!), or with agentive adverbs (John willing/yldeliberately knows the answer.)). 

Since they are unbounded, states do not occur in the progressive aspect, which 
in English shows limited duration around a point of reference (* John is liking daffodils. ). 

Activitîes or proccsses. The most salient temporal properties of processes are 
the following two în (13); the first expresses the sirnilarity of actîvities and events, as 
'non-stative' event typcs; the second expresses a property that activities share with 
states, but not with events. 

(13) a. IfV is an event or an activity (process), then V(x) is only true ofan 
interval longer than a moment. 
b. IfV is a process, then ifV(x) is true at some time interval I, then 
V(x) is true for all subintervals ofl which are longer than a moment. 

The first property is true of all non-stative verbs and it explains their 
compatibility with the progressive (which also shows duration round a lirnited interval: 
Where do you live? vs Where are you living?). To understand the need to evaluate 
activities over intervals not moments of time, consider verbs like: run, rol/, swim in 
scntences like (14): 

(14) The ball rolled down the hill. 
He swam in the lake for more than an hour. 

Imagine a segment of a motion picture film showing a ball rolling down an 
inclined plane. As stressed by Dowty(l 979), a sîngle frame ofthis film does not in itself 
offer cvidence for sayîng that the ball îs really in motion, but any two framcs will show 
the ball in dîfferent locations, providing evidence of movement. The truth conditions 
for verbs of motion, or for any other predicates denoting a change in (physical) 
propcrties over time, would rcquire access to information about the physical state of the 
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world at least at two moments of time. This explains (13a). Like states, processes are 
qualitatively homogeneous; they can be prolonged indefinitely (cf. He walked on and 
on vs *He broke the chair on and on). Activities characteristically occur with/or-time 
adjunct, which measure their duration (cf. He walked for three hours). Property (13b) 
express the homogeneity of activities: if it is true that he walked for three hours, · then at 
any subinterval of time longer than a moment that he walked. 

The most general activity verb seems tobe DO; activities are "doings". So DO 
might be viewed as a common component in the structure of activity predicates. Io fact, 
as shown by Ross (1972), DO more generally separates non-stative verbs (events and 
activities) from stative verbs. Ross (1972) presents a variety of contexts where DO 
occurs with non-statives, but not with states.Here are bis examples: 

(15)a. You've bllllgled a lot of hands John, but fortllllately Jacoby has done 
solit, too. 
a'. *You've known a lot ofanswers George, and Harvey has done so, too. 
b. What I did then was sleep for two hours. 
b'. *What I did then was be in Boston. 
c. Solving English crossword puzzles is impossible to do. 
c'. *Consisting of five members is impossible for the Committee to do . 
d. Waxing the floor, I have always hated to do. 
d'. *Knowing howto type, I've always hated to do. 
e. That Bob resigned, which I think I alsa should do, was a good idea. 
e'. *That John believes me, which everyone should do, is obvious. 

The fact that events and activities are both doings is not surprising, since, 
among other things, activities may be subparts of events. Thus, in the examples above, 
DO may substitute any non-stative predication. 

Ross also suggested that the typical subject of DO is the Agent: "Fillmore's 
notion of Agnet might be replaced by the notion "possible subject of DO". Generalizing 
from Ross's suggestion, we ril.ay say that the Subject of DO should be any role that may 
be viewed as a causal factor ( e.g. Agent, Instrument, Source, Cause ). 

Events. An event takes place at a time if one state (the initial state) is replaced 
at that time by a second state (thc final state). According to von Wright (1963: 28): 
"The cvent itself is thc· change or transition from the state of affairs which obtains on 
,'.he earlier occasion to the state which obtains on the later occasion. T.he event of 
'opening the window', for instance, consists of a change from a state whcn the window 
is closed to a state when thc window is open. Any event can be defined as a change of 
state, wherc the two states are of a particular form - one state is the negation of the 
other. An event is, therefore, a change from a state p to a state q, where p .is non-q. 

Notice that events Iike processes have to be evaluated over at least two 
moments oftime, i.e. over an interval. 
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Whether they are punctual or durative occurrences, events take (some definite) 
time to be realized. Both achievements and accomplishments occur with 'in - X much 
time' phrases and also in the frame: lt took him X - much time to - (although the 
intrprctation is admittedly different for the two subcategorics of events). 

(16) a. He paintcd the picture in an hour. 
b. He noticed the picture in an hour. 
c. lt took him two years to write the novei. 
d. lt took him two hours to notice the new curtains. 

Events arc heterogeneous qualitatively. They always involve some product, 
upshot or outcome (find a treasure, build a house, walk a mile), so that it is 
pragmatically clear when they have ended. Therefore, events have boundaries and can 
bc individuated, i.e. counted using quantifiers or frcquency adverbials (He often walks 
a mile in the evening). From what wc have said so far about the internai structure of events, 
thc following important propcrty that distinguishes them from processcs follows: 

(17) If V is an event verb, then if V(x) is true at some interval I, thcn V(x) is 
false al all subintervals of I. 

And this propcrty is truc both of punctual occurrcnccs (finding a penny) and of 
protractcd cvcnts (building a house). 
Sincc evcnts arc truc of particular timc imcrvals, thcy havc definite spacc timc 
coordinatcs idcntificd by placc/timc advcrbials, which show that cvents took place al 
timc points (yesterday, at noon, etc.) or within time periods (He came here last year). 

For many cvents (e.g. building a house, reading a play, walking a mile, 
solving a problem) the changc of state may bc prepated by somc activity, while other 
prcdicates focus only on thc change of state, backgrounding or simply leaving aut the 
causing activity and thc causing factor (e.g. John died. John died ({rom his wounds) (in 
the end)). Thc latter arc 'bccomings', and they are conccptualizcd as instantancous 
cvents (achievcmcnts). The interval considcrcd includes thc moment when the negation 
of p is stil! false and the moment whcn p îs truc; achievemcnts are truly changcs of 
state. Of course, onc may say John i.s dying (but îs not dead yct) arld then wc arc 
describing an activity (proccss) preceding the change of state. Tlrerc _arc !11s6 
prcdications which conccplualizc thc complete cansal structurc of thc cvcnt, expressing 
thc causal factor as an obligatory argument and (at least implicitly) including thc 
causing activity: c.g. Tho.se wounds kil/ed John in the end. /t took him three years to 
comp/ele the painting. He wiped the floor clean. ( 'He causcd the table to be clean by 
wiping it'). Complete protracted cvents havc causal structure (i.c. 'causc' is an ar1:,rument). 

Thcrc is a class of 'lucky achicvemcnts' (finding a penny , rea/izing 
so111ethi11g) which do noi requirc any prcparatory activity; thcsc rcsist usc in thc 
prcgrcssivc • J-Ie is realizing the tnllh. 
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Since we said that achicvements are simply changcs of state or becomings, wc 
hypothcsize with Dowty (1979) that thcy have in their LCS thc predicate BECOME 
(become, come to be ,a.o.) which is a sentcnce operator (i.e. it is followed by a 
complement clause). In (18) there arc a fcw examplcs that factor aut the intransitive 

verb and the resulting state. 

(18) realize - 'come to know something which one did not know 
carlier' 
forget - 'come nat to know what one knew earlier' 
find/discover - 'come to know thc location of 
lose - 'come not to know the location of 
arrive at/reach - 'come to bc at a place' 
depart from/lcavc - 'come nat tobe at a place' 

Thc analysis of changc-of-state cvcnts likc The window opened may be (19), 
whcrc thc inchoative verb is followcd by thc rcsulting state. 

(19) Thc window opcncd. BECOME (thc window is open) 

This analysis shows that 'bccomings· arc more complex than statcs, 
incorporating thcm. Thc truth conditions for BECOME make explicit thc passage from 
thc ncgation of thc resulting state to its truth. 

(20) BECOME (p) is truc at t, i f p is truc at t,, and false at t,., 

Morphosyntactic cvidcncc for an analysis of achicvcmcnts in tcrms of 
BECOME + a stative clausc primarily comcs from thc cxistcncc of regular word 
formation rulcs for dcriving achicvcmcnts vcrbs from adjcctivcs. BECOME is rcalizcd 
as a (poss1bly null) verbal suffix: hardE/li (BECOME (hard)). solid!FY (BECOME 
(solid)), cool (BECOME (cool(cr))). 

Accomplishmcnts or protractcd cvcnts havc a more complex structurc, sincc 
thcy conccptualizc nat only thc changc, but alsa its causing factor, thc activity 
(proccss) that rcsultcd in thc changc. following a long tradition, wc will assumc that 
accomplishmcnts contain thc predicate CAUSE in thcir LCS. C AUSE is a biscntcntial 
operator, its sub_1cct clausc cxprcsscs thc causing activity, with a causing agent. and thc 
objcct clausc cxprcsscs thc rcsulting state. 

(21) John paintcd a picturc. 
((John paints) CAUSE (BECOME (a picturc cxists))) 
John coolcd thc room. 
((John docs somctl11ng) CAUSE (BECOME (thc room is cool))) 

Thc must ohvious motivation for thc biscntcntial naturc of CAUSE 1s 
semantic. As R vie ( 1949) obscr\'ed, durative cvcnts arc 'bipartite· in a way that 
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activities and achievements are not. In applying an accomplishment verb, "We are 
asserting that some state of affairs obtains over and above that which consists in the 
performance, if any, of the subservient task activity. For a runner to win, not only must 
he run (task activity), but alsa his rivals must be at the tape later than he (result), for a 
doctor to effect a cure, his patient must both be treated (task activity) and be well again 
(resultative state)''. 

Vendler (1967: 154) makes essentially the same observation, in pointing out 
that accomplishments, when occurring without a sentential subject and without a by­
phrase, are felt to be elliptical in some sense. From a sentence like (22a), one may infer 
(22b ), where (22c) approximates the semantic structure of (22a). 

(22) 2-. John dissolved the Alka Seltzer. 
b. John dissolved the Alka Seltzer by doing something. 
c. John's doing something caused the Alka Scltzer to dissolve. 

Support for the bisentential analysis of CAUSE comcs from constructions in 
which thc causing activity is lcxicalized and variable, and a separate component 
exprcsses its resulting state. Factitive constructions are of this kind. 

(23) a. They shot him dead. 
b. She threw the door open. 
c. He smoked himself into oblivion. 
d. He swept thc floor clean 
(His S\Vecping thc Ooor causcd thc Ooor to bccomc cican) 

A second class of accomplishmcnts which have separate constituents for the 
causing activity and the resulting state is the familiar verb + partide construction, 
involving change of location. Within the lexical restrictions of English, it is oftcn 
possiblc to hold thc resuit constant, and vary thc activity asin (24b): 

(24) a. throw NP away 
throw NP down 
throw NP aside 
throw NP in 
throw NP up 

b. put NP away 
throw NP away 
scnd NP away 
drive NP away 
call NP away 

Moreover, many monomorphic accomplishments spccify some associatcd 
activity which produces thc change (electrocute, drown, strangle, hang, poison ('usc 
poison to cause somcbody to bccomc dcad')), as comparcd to thc lcss specific kil/. 

Similarly, in thc class of 'drawing' vcrbs, one can not only make a picture, but 
also paint. draw, sketch. stencil or copy one. Generally, wc may assume that in LCSs 
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the subject clause of CAUSE in the semantic representation of a general causative lilce 
make, kill, cause contains a· quite general activity or event verb ( e.g. DO), while other 
accomplishments have a more specific predicate in this place. 

We may conclude that the bisentential analysis of CAUSE is motivated, and 
that the analysis of accomplishments in terms of CAUSE is also justified. 

2. Role Tiers. The aspectual hierarchy. 
We bave establisbed that a prototypical event bas a complex stucture 

composed of two subevents (the arguments of CAUSE as in (19)). This conceptual 
Gestalt bas a decissive role in defining the aspectual bierarcby of roles. Grimshaw 
(1990: 27) proposes that the aspectual bierarchy of roles is directly determined by tbis 
configuration, rather than being projected from the LCS of individual predicates. This 
amounts to saying that arguments in the first subevent (the subject of CAUSE in our 
description) are intrinsically more prominent than those in the second subevent. 

v (25) e 

activity -- .___ change of state o 

The protypical even• determines prominence, "assigning the ma.ximally 
prominent position in the aspectual domanin only to an argument participating in the 
first subevent, regardless of the actual lexical semantic representation of the predicate" 
(Grimshaw 1990: 40). The first subevent îs that of the causing activity, therefore, it 
includes causally relevant participants; we will use the generic name Cause for all these 
causally relevant roles (such as an Agent, an Instrument a.o.). Cause is the most 
prominent role in the aspectual hierarchy, and it is simply opposed to (the) other 
(affected) roles. At the same time, participants in the second subevent (typically) 
Themes will never be prominent in the aspectual dimension ( even when they are the 
sole participants in the whole event structure). A-structures are m the end determined 
by the two hierarchies ofroles, the thematic hierarchy and the aspectual hierarchy. 

(26) (Agent (Experiencer (GoaVSource/Location (Theme)))) 
(Cause (other) ... ))) 

The lexical semantic representation of a predicate projects the set of these 
grammatical arguments with a specification of their thematic and causal status. Each of 
the two hierarchies imposes its own set of prominence relations on this collection of 
argurnents as illustrated in (27) for break (The boy broke the window). 

(27) ~ 
(x (y) 
Agent Theme/Patient 
Cause .. 

This view of 8-grids allows a different definition of the notion "externai 
argument": an argument is externai only if it has maximum prominence on both 
dimensions. Au argument wh.ich is not externai is internai. 
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Thîs view no longer equates 'externai argument' wîth 'D-Structure subject'. 
Consider again the psychological causative verbs in thefrighten, scare, amaze, etc.class: 

(28) a. 
b. 

The prices frightened the tourists. 
frightcn (x (y)) 

Experiencer 
Cause 

Theme 

For the frighten verbs, the first position în thc themetic hierarchy does not 
correspond to the first position în the cause dîmensîon, sînce they are not occupîed 
by the same semantic argument. The second element in the thematic hierarchy (Theme 
= the prices) is the most prominent role in the causal hierarchy (Cause = the prices). 
Hence, we will say that the verb frighten has no externai argument, although it has a 
D-Structure subject. 

Certaîn grammatical processes are defined on argument-structure; they are 
lexical operations (i.e.they operate prior to syntactic projection) and they express 
regularities in terrns of notions like externai/internai argument. Other gramrnatîcal 
processes, e.g. the usc of the clitic ne in Italian, take into account structural notions like 
D-Structure subject, D-object, S-structures subject (i.e. the posîtion that gets 
Nominative case in a tensed clause). 

3. Relevance of a-structures. 
As examples. of processes defined on a-struetures, we mention argument­

realization in compounds and the passive. 
3.1. Argument-linking in verbal compounds once more. As already hînted at 

above, verb-based compound adjectives combine with nouns in the usual manner of 
predicates, the nouns inside and outside the compound satisfy argument positions in the 
initial verb's 0-grid. This is obvious ifwe examine a sentence like Tigers eat m,en and a 
nominal phrase like man-eating tiger: one argument of the verb is realized inside the 
compound and one will be thc noun which the verb-based adjective modifies. Which 
argument is realized inside the compound is detcrrnined by the verb's a-structure. 

The general principie is that when the head takes more than one internai 
argument, the /cast prominent argument must be inside the compound (since it is 
0-marked first) and the more promineitt outside. The examples below, like those in 
(7)-(9) above, confirm the correctness of~[,is principie. 

(29) a. 

b. 

Thcy arrange flowers in vases. 
flower-arranging in vases 
*vase-arranging of flowcrs 
They bake cookies for children. 
cookie-baking for children 
*child-baking of cookies 

An additional prcdiction is that compounding of an externai argument will be 
impossible, whencver the predicate takes an internai argument in addition to the 
externai onc. 
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Novices arrange flowers. 
flower-arranging by novices 
*novice-arranging of flowers 
Students read books. 
book-reading by students 
*student-reading ofbooks 

The externai argument is always the mast prominent argument in the a­
structure, therefore it must always be the last, to be satisfied outside the compound. 
Notice now that if there is only one argument in a 0-grid, that position cannot be 
realized inside an adjectival compound based on the verb. If this were so, the adjectival 
compound would be saturated and will have no argument position available for 
combination with the noun it modifies. And this is the case irrespective of whether the 
uniquc argument is externai (e.g. the Agent subject of an activity verb like shout, play) 
or internai ( e.g. the Theme argument of an unaccusative verb like _fa/[). 

(31) Men shout [NP -] 
shouting (x): shouting mcn/crowd 
*man-shouting ( ) **man shouting event 

(32) Lcavcs fall [- NP] 
falling (x): falling-lcavcs 

'*lcaf-falling ( ) 

To cnd this discussion, consider the psychological causativcs of thc frighten, 
amaze, etc. class again. Noticc that no good compound can bc fonned from a simple 
transitive scntencc like (33 ): 

(33) a. 

b. 
C. 

The stonn frightcncd thc child. 
Themc Expcricnccr 
Ca usc othcr 
*a child-frightcning stonn 
*a stonn-frightcning child 

Each compound gocs againsl thc ranking imposcd by one of thc two 
i1icrarchies. If onc follows thc Thematic hicrarchy, then Theme (= the storm), which 
ranks lower than Expericncer should be insidc thc compound, as in (33c), bui this 
would violate the aspectual dimcnsion, where the storm is Causc; if one follows the 
aspectual hierarchy, then the chi!d, which is non-causal and thus lcss promincnt. should 
bc inside the compound, as in (33b ), but this would violate thc Thematic hierarchy, 
according to which lhe Expcricncer (the chi!d) should he oulsidc of thc compound 
because ii is more prominent than thc Thcme. 

3.2. Thc Passive as an operation on a-struclurcs. ln carly generative studics. thc 
passive was vicwcd as a complex syntactic opcration mainly dcfincJ on transitivc 
struc_turcs. More recent rcscarch has suggcsted that a more cxplanatory hypothcsis is 
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that passive verb(s) (fonns) arc produced by means of a lexical operation on 
a-structures, and then thc passive verb form is dircctly projected into syntactic 
structures . The lexical operation that produces passive vcrbs is the suppression of the 
externai argument (cf. Hoeckstra (1984), Grimshaw (1990)). Roughly, it is an operation 
that supprcsses the argumenthood of the subject/external role. Thc role of the subjcct 
(or the externai argument) will be expressible as an adjunct (the by phrase). 

(34) Thc book was carefully examined (by the students). 

This view of passive makes two predictions. First, there may be trans1t1ve 
verbs which do not passivize becausc they lack an externai argument (the psychological 
causatives in English and other languages provide an example, since they are transitive, 
but do not have verbal passives (see next paragraph).The second prediction is that 
intransitive verbs can be compatible with the passive, if they havc externai argumcnts. 

In the discussion of subcategorization, we have argucd for thc existence of two 
subtypcs of intransitives: unergatives [NP ---] and unaccusatives [--- NP]. The relevant 
issue for thc passive is whcther the uniquc argument of these verbs can bc an externai 
argument. The answer is negative for unaccusatives. The unique argument of 
unaccusatives is normally a Theme, and unaccusatives typically designate states (be, 
remain,lie, etc.) or changes of state (melt, collapse, sink, touch, etc.). Givcn the position 
of statcs and changc of statcs in the prototypical cvcnt tcmplatc, Themcs are 
participants in the sccond subcvcnt. and thereforc Themcs are intrinsically unable to 
count as maximally promincnt on thc aspectual dimension. This is why an unaccusative 
verb wifi have no extemal argument. In agreement with the syntactic properties ofthcir 
uniquc argument, this NP is projcctcd as an underlying DO, in the framc [--NP]. 

Matters arc diffcrcnt for uncrgativcs, mast of which designate activities (work, 
CIJ', breathe, sleep, etc.). Activities constitutc thc first subevent of the prototypical 
cvcnt structurc in (25); argumcnts of activitics may bc causcs, thcy may bc maximally 
promincnt on the aspectual dimcnsion. When thc respective argumcnts arc also 
prominent in the Thcmatic hicrarchy, thc uncrgative (activity) verb will have an 
externai argument. Since, uncrgativcs (may) have externai arguments and wc expect 
thcm to bc, in principie, passivizablc, a possibility which is realizcd in languages like 
Dutch or German. So among int_ransitivcs, thc unergatives may, and thc unaccusatives 
may not, passivizc bccause thc formcr do, and thc lattcr do not, have externai 
argumcnts. Wc rcsumc cxamplcs from Dutch, due to Hocckstra (1984). 

(35) a. Er wcd de hclc avond door ccn van de kindcren gehuild. 
Thcrc was thc wholc cvcning by onc of the childrcn cricd. 
b. Er wcrd in dcrc kamcr vaak gcslapcn. (uncrg.) 
Thcrc was in this room oftcn slept. 
c. 

0

Er werd door de kindcrcn in hct weeshuis erg sncl gcgrocid. 
Thcrc was by thc childrcn in this orphanagc vcry fast grown. 

(uncrg.) 

(unacc.) 
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d. "Er wed door het water snel verdampt. 
There was by the water fast evaporated. 

Notice that, for the same verb, an Agentive use may be felicitous in the passive 
(because there is an externai argument, the Agent, which is a causal role and hence, 
maximally prominent on both hierarchies), while a non-Agentive usc may be 
infelicitous in the passive, because no externai argument is defined. An example is 
offered by Jackendoffs discussion ofthe verb touch, which may bea (change of) state 
verb (The a"ow has barely touched the target) or an accomplishrnent (Can you touch 
the cei/ing?). Consider the following sentences: 

(36) a. The bookcase was being touched. 
b. Somebody was touching the bookcase. 
c. The lamp was touching the bookcase. 
d. •Toe bookcase was being touched by thc lamp. 

Sentence (36a) is an acccptable passive sentence; notice that it is understood as 
unambigously agentive, though no by phrase is expresscd; (36a) îs interpreted as the 
passive of (36b). The argument structure of (36c) is presurnably as in (37), no 
constituent is aspectually prominent, therefore no externai argument is defined; the 
passivc in (36d) is illegitirnatc sincc it supprcsscs thc Themc (thc by phrasc ). which is 
an internai argument. 

(37) (y) 
Location Theme 

Sentence (36d) further supports the idea that it is the relative promincnce of thc 
argumcnts in the 8-grid wh.ich counts for the passive; thc suppressed argument, which 
may occur in the by-phrase, should be more promincnt than the dcrived subject; (36d) 
violates this principie, since, as shown in (37), the Theme (the lamp) is lower in thc 
Thematic hierarchy than thc Location (the bookcase). 

Thus, the examples have shown thc a-structures may bc uscd to state 
significant linguistic generalizations. Prominencc relations in ll-grids arc dctennincd by 
the joint action of the Thcmatic and the Aspectual rok hicrarchics. As wc said, 
a-structurcs are cssential în thc projcctionof D-structurc. lt has becn hypothcsizcd that 
the two thematic dimensions contribute in diffcrcnt ways to thc projection of 
D-structure. The aspectual hierarchy determines the projection of thc grammatical 
functions, so that an argument which is causally promincnt 1s projcctcd as thc 
D-Structure subjecl. Thc Thematic dimension is csscntial for thc projection of thc 
obliques. 

3.3. In what has bccn said so far, wc have dctennincd thc a-structurc of severa! 
major classcs of vcrbs, as rcsulting from the interplay of the two dimensions. 
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First, all the verbs that can have Agents have a role which is most prominent 

on both hierarchies, therefore, they have an externa! argument. Since the Agnet will 

always be an externa! argument, an important universal principie can be derived: 

Agents are always D-structure subjects, there is no verb configuration in which Agents 

are objects. There are several verb subcategories that may take Agents as subject 
(below each we give its a-structure on the thematic dimension). 

(38) a. Transitive agentive (break, build, etc.) 
(x (y)) 
Agent Theme 

b. Ditransitive (give, donate, ojfer, etc.) 
(x (y (z))) 
Agent Goal Theme 

c. Unergative( sleep, weep) 
(x) 
Agent 

Therc is also a class ofwell-b'!haved psychological agentive (causative verbs). 
These arc the agentive uses of the psychological causatives in the f righten class 
(frighten, annoy, impress), plus those verbs that are always agentive, such as: tease, kid, 
en/ertain, mesmerize, (c.g. 10h11 tried to impress me (with his flamboyant rhe/oriL), 
John did his best to annoy me fast night, He is kidding you, You shouldn 't be teasing 
your aunt fiice this.) None of the characteristic effects found with the non-agentive 
Theme - Experiencer verbs arc found with always agentive verbs (kid, entertain, etc.), 
or in contexts where agentivity is clcarly indicated. In a sentence like The queen 
amused the audience, the subject is ambigous between a Theme interpretation (e.g. The 
queen amused the audience when she nearly Jeli on a banana skin) arul an Agent 
intcrprctation (e.g. The queen amused the audience with her witty speech). Notice tbat 
the always agentive plychological causatives behave like thc other agentives, for 
instance, they form ER-agentive nouns: entertainer, teaser, but not 0/rightener,. 
•impresser; they may be the basc of adjectival compounds: The magician mesmerized 
the audiencel audience-mesmerizing magician etc·. Thereforc, wc may add the class of 
Agcntivc psychological causative to our !ist ofverbs that can be agentive. 

(38) d. Agentive psychological causative (kid, entertain,tease) 
(x (y)) 
Agent Expcriencer 

Wc havc also mentioncd one class of vcrbs that never have externai 
argumcnts, bccause thcir uniquc argument is the Theme, which is intrinsically not 
promincnt aspectually. 
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(38) e.Unaccusative ~ W11JlilL llW..t., etc.) 
((x)) 

(The double brackets indicate that the unique Theme argwnent is interna!.) 

3.4. 1n the remaining of our presentation of thematic structure, wc will look 
at two verb classes with somewhat exceptional status: the first is the class of the 
(non-agentive) psychological causatives i.e. the frighten class, also known as "psych­
verbs" (cf. Posta! (1971) a.o.); the second class is a class psychological state verbs in 
the fear, dread, like class. 

The psychological state verbs haye an argwnent structure of type (Experiencer 
(Theme)); they are exceptional in that neither of their two roles is a causal factor, so 
neither role can be maximally prominent on the aspectual dimension. This is the reason 
why these verbs occur in a variety of lexical pattems. There is first a class of verbs 
which treat the Experiencer as if it were most prominent not only thematically, but also 
aspectually. The Experiencer may be treated as intrinsical/y prominent in virtue of its 
being an always (+Personal] role; languages are surely person-centered, the 
Experiencer is treated as an externai argwnent; these vcrbs behave regularly with 
respect to passivization(39b ), compound adjectives fonnation, etc; such verbs are fear, 
like, Iove, hate, dread. 

(39) a. Man fears god. 
a god-fearing man 
b.This actress has always been loved by thc public. 
His cruelty has always been dreaded by the peoplc. 
c.Teenagers Iove fun. 
fun-loving teenagers 
d.Nations hate war. 
war-hating nations 

A second class of psychological state verbs are more or !css structured on the 
pattem of Location-Theme unaccusatives. Neither of their arguments (Theme, 
Experiencer(=personaJ location)) counts as externai. The Theme cnds up as surface 
subject; the Experiencer is realized as a Dative, or even as a marked Accusative. It is 
worth quoting examples from both English and Romanian: E.matter, concem, regard, 
please, R plăcea, durea. 

(40) English 

Romanian 

a.Th.is mattcrs to me. 
b.The news concemed me. 
This rcgards me. 
This weather plcascd us. 
a.lmi plac filmele. 
Imi folosesc exerciţiile. 
Mi-e foame/frig/rău. 

https://biblioteca-digitala.ro / https://unibuc.ro



171 

b.Chestiunea mă priveşte. 
Mă doare capul. 

The marked natlll'e of this Accusative shows in the impossibility to passivizc 
these constructions (I am regarded by the question I •sunt privit de aceast\ chestiune). 

This Accusative is an instance oflexically marked "quirky case". We can view 
this as a situation in which the thematically most prominent argument, the Experiencer, 
is skipped in the aspectual analysis( which is responsible for the 'regular', 'unmarked' 
realization of the grammatical functions), and does not become the grammatical 
subject. This allows Theme to become subject. 

At the limit, both arguments remain internai even in S-structlll'e, in languages 
like Romanian, whei;-e the Nominative does not always have to be assigned. Here are a 
few examples of such 'impersonal constructions'. 

( 41) Imi place de tine. 
Imi vine să râd. 
Imi pasă de tine. 
Imi arde de glume. 

3.4. Finally, let us examine the causative psych-verb (the frighten, alann 
class). First of all, Jet us make sure that they are causative not stative; one reliable test 
îs thc progrcssîve; vcrbs in the /car class do not takc the progrcssivc, while those în thc 
frighten class do take it. 

(42) a. The storrn was frightening us. 
b. *We were fearing the storm. 

There is alsa a tendency for the morphology to reflect the causative· charactcr 
of thcse verbs, as provcd by the exîstence of the en forms in (43)(where en îs a 
causatîve affix) 

(43) The movîe enraged the audience. 
The movie frightencd the audience. 

In fact, most of these verbs also have agcntîve uses, which are clearly 
causatîve (as shown above). In the non-agentive use, the Theme is therefore a Causc, 
and is mast prornincnt aspectually. Consequcntly, with non-agentive psychological 
causatîves, onc of the arguments is more prominent thematically (the Expcriencer), the 
othcr is prominent aspectually (the Themc), with the effcct that neither argument counts 
as an externai argument (an externai argument should be the most prorninent argument 
on both dimcnsions). 

Lack of an externai argument cxplains the idiosyncratic behaviour of thcse 
verbs within the class of transitîves. For instance, these verbs lack verbal passivess (as 
cxpectcd, since the passive suppresses an externai argument and these verbs do not have 
externai arguments). To make things casier in testing this prediction, we will use 
psychological causative verbs that (more or !css) lack agentivc counterparts (the 
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agentive verbs naturally have verbal passive): preoccupy, wony, perturb ( cf. Grimshaw 
(1990)). They do have "stative" passives, which may look like passives (i.e. 
constructions constituted of the copula be+a past participle adjective (mstead of a verb 
in the past participle (44b)). 

(44) a. The situation worries/pertwbs/preoccupies Fred. 
b. Fred is worried/perturbed/preoccupied by the situation. 

There are several arguments that show that the sentences in (44b) are "stative", 
not verbal, passives. A first thing that comes to mind in showing that the -ed forrns are 
adjectives not verbs is the possibility ofusing a variety ofprepositions in addition to by. 
The prepositions are lexically selected by the adjectives (amazed at, worried about, 
preoccupied with, etc.). Such variation does not occur with the agentive by phrase (45c): 

( 45) a. Fred is worried about/by the situation. 
b. Fred is entertained by/*with his host. 

Notice that the adjective in the stative passive accepts prefixation by un, in forms 
like unperturbed, unworried, though there are no verbs •to unwony, *to unperturb. 

(46) Fred is unworried/unperturbed/preoccupied by the situation. 

A second piece of evidence that shows that passives in ( 44b) are stative, not 
verbal, passivc is that thcse verbs cannot be uscd in thc progressivc passiţ·e; scntcncc 
(47b) behaves like a stative adjectival construction. 

(47) a. The situation was depressing Mary. 
b. *Mary was being depressed by the situation. 
c. *Mary was being depressed about the situation. 

With an agentive psychological verb, the paradigm changes in the expected 
way, and the progressivc is fully grammatical with by. 

(48) a. The government is terrifying people. 
b. People are being terrified by the govemment. 

Thc verbal passive in general does not affect thc stativity of thc predicate. 
When the input is a state, thc output is a state; whcn thc input is an event, the output 
is an event. 

( 49) a. *Many people are believing this hypothcsis. 
b. *This hypothesis is being believed by many pcople. 
c.They arc discovering new ways to fight pollution. 
d.Ncw ways to fight pollution are being discovered. 

So thc change in the frighten/depresslwony class cannot be attributed to 
effects of verbal passivization. If thc passives in ( 44b) werc verbal, they should occur in 
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the progressive. If, on the other hand, these "passives" are adjectival constructions, lack 
of the progressive is expected. The absence of a verbal passive for psychological 
(non-agentive) causatives follows from the fact that the Theme subject of the active 
verb is not an externai argument, and therefore not a candidate for suppression. W e 
have also explained the exceptional behaviour of these verbs regarding the formation of 
adjectival compounds. 

0n the other hand since these verbs are well-behaved along the aspectual 
dimension, having a Cause argument (the Theme), the two arguments are projected in a 
regular transitive configuration. As a consequence processes that are defined on 
underlying D0s or subjects operate on these verbs as well. An cxample is middle 
formation, which operates on underlying internai D0s. Thus we have (50a-b), on the 

model of (50c). 

(50) a. This child frightens easily. 
b. She scares easily. 

This ends our discussion of psych-verbs. In thcse two sections, we have 
investigated two more verb classes that can be added to the list in (38). (A second set of 
brackets indicates that both arguments are internai in (38h)). 

(38) g. Psychological state (fear) 
(x (y)) 
Experiencer, Theme 
h. Psychological (non-agentive) causative (frighten, rn) 
(x (y)) 
Experiencer Themc 

The existence of a-structures, alongsidc of D-Structures, allows a more felxible 
dcscription, with generalizations defined on various representations. 

@ The module of 8-Theory. The domain of 8-Theory is the study of 
linking and 0-assignment. Linking pnnc1ples i-elate-intorniâtionm-·U::ss·-·and 
a-strucfuies- to -syt\T1lX;' ~'11-through subcategorization frames. The theory of 
0-assignment specifies the set of 0-assignig categories and the manner in which thc 
roles are assigned. 

It will bc cicar that roles are in fact assigned to syntactic positions, and 
(indirectly) to the constituents occupying these positions. A position which is assigned a 
0-role is an argument position or A-position. A constituent which occupies an 
A-position is an argument of the head (an object or the subject). 

In the study of X-bar syntax, it was scen that predicates are unsaturated 
elements, which require a certain number of arguments for the well-formedness of a 
sentence containing them. Wc have also formulated a projection rule (repcatcd below) 
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for the predicate-complement rclation, cssentially gencrating complements as sisters to 
their heads in configurations (5lb,c). 

(51) a. Projection ofthc Complement Relation. 

If a. ex is a mcmber of category x•, 
b. ~ is a member of category YP, 
c. ex takes members YP as complements, 

then, if ex takes its complements on the right 

[a~) is a member of category X', and 

if a takes its complemcnts on the lefi 

[~a) is a member of category X'. 

b. X' 
x· --- ---Yr 

C. 

Wc know now that in addition to licensing thcse categorics (YPs), predicatcs 
also 0-mark thcm; 0-marking is bcst vicwcd as a kind of indcxing: each argument 
position gcts a role index matching a role in thc hcad's a-structure. Promincnce 
rclations dictate thc ordcr of fl-mc?rking ffrnm thc lc:ist r,romini:1'.t to thc mn~f 
promincnt externai role) and how thc rolcs arc syntactically rcalizcd (e.g. Causc is 
rcalizcd as thc D-structure subject). 

As each argument position (i.e. subcatcgorizcd position and the subjcct 
position) is indexcd by a 0-rolc, that !:!-role is satura/ed or discharged from thc 0-grid 
of thc hcad (sec (52)). A l:l-grid is saturatcd if all its positions havc been discharged; 

(since Higginbotham (1984), it has bccome customary to usc starred variablcs (x\y"') 
or starred numbers (I"' ,2 "') to indicate that a role is discharged; unstarred numbers or 
variablcs indicate an undischarged role). In (52) the objcct roles of give havc bcen 
discharged, but the subject is still unsaturated. 

(52) a. 

b. 

v· 
V------..:. NP(z"') 

{x(y"'(z"'))) 
I. 
g1vc 

V' --~ V NP (3*) 
Î.2* ,3* 
I. 

g1ve 

----- pp (y*) 
r-------
1 
to 

NP 

·-rr_(2*) 
r- -Nr 
I 

to 

An argument (position) which has becn indexcd by a role is said to he 
1hc1111111cally idcnlijied. As ca11 bc s..:cn in (5 l) and (52), G-marking takcs piacc undcr 
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sisterhood, (to the head or to one of its projections) therefore, under govemment by the 
head (see below). 

4.1. A common-sensical principie in relating a-structures and D-structures 
should bc thllt "the same" a-structure is projected as "the same" D-structure. In other 
words, sentences which are thematic paraphrases of each other should have the same 
D-structure. The pairs below are cases in point, and most researchers agree that they 
have the same D-structure and differ in tcrms of transformations. 

(53) a. They offered the lady flowers. 
ofler (Agent(Goal(Theme))) 
They offered flowers to the lady. 

b. She baked the children a pie. 
bake (Agnet (Benefactive(Theme))) 
She baked a pie for the children. 

Rcently, Baker (1988: 46) has labelled this the "hypothesis of the uniformity 
oftheta-assignment" formulating it asin (53). 

(54) Thc Uniformity of0 Assignmcnt Hypothcsis (UTAH) 
Identica! thematic relationships between items are represented by identica! 

structural relationships between thesc itcms at the levei of D-Structure. 

In fact, this principie ha:. bcen implicitly at work cvcr sincc thc bcginning uf 
casc grammar; it is but fair to say that this principie scts standards of explanatory 
adcquacy which arc not easy to mect. Wc have had an ex ample of this in our discussion 
of thc spray/load verbs, whcre failurc to assign thc same D-structurc to pairs of 
scntcnces which seem to be thematrc paraphrases of each other finally _Ied to thc conclusion 
that thosc sentences wcre noi nuc thematic pa.raphrases (sec prcceding chaptcr). 

4.2. The mast important principie of 8-thcory is the so-callcd 0-Criterion, put 
forth by Chomsky ( 1981 ). lnformally, it says that each 8-role of an a-structurc must be 
assigncd to onc and only one syntactic position, and convcrscly, that cach position 
should bcar onc and only one 8-rolc. 

The first part simply says that 8-grids must be saturatcd and that. thc same role 
cannot be assigned twicc. A sentcncc such as • What do you like roses? violates the 

8-Critcrion because it a.ssigns thc Thcme role twice, to the intcrrogativc pronoun (what) 
and to thc DO (roses). Thc sccond part says that, on pain of ruining intclligibility, a 
syntactic position cannot havc more than onc thcmatic index. 

Thcmatic indcxing takcs place at thc levei of D-structure and is not altcrcd or 
repcated during a dcrivation; this is why the D-structure is said to be a projectio11 of 

0-stn,cture. 

Lct us state the 8-Criccrion (in a formulation due to Spcas 1990). 
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(55) 0-Criterion 
a. -Every argument position must be 0-marked (discharged) 
b. IfX0 discharges a thematic role in some position Y, then it discharges only 

one role in that position. 

A word of caution is certainly needecÎ here. In saying that each argument 
position is assigned 'one role', we mean that each position is assigned one role index (a 
variable, a number etc. which sends to the appropriate conceptual content in the 

predicate's LCS. (0-role labels are no longer part of a-structures). Moreover a variabale 
in an a-structure often represents more than one "role". This position is relatively 
explicit in Grimshaw's description, where prominence relations are jointly detennined 
with reference to two conceptual domains. Every externai argument is the mast 
prominent on two dimensions, so a variable representing an externai argument really 
abbreviates two roles: e.g. in John broke the window, John is Agent and Cause. More 
complex situations are alsa possible: He deliberately rose, he is Theme/Agent/Cause. 
An index variablc in an a-structure may stand for a cluster of conceptually compatible 

roles and it is incumbent on 9-Theory to define such compatibilitites (sec relevant 
research in Jackendoff (1987), Emonds (I 989) a.o.). 

Cs:bn the relation between 0-grids and suhcategorization features. 
Yn~he form wc have presented the theory so far, there is an unwa1,:c(! ;md 

certainly inelegant redundancy between subcategorization fcatures and 0-grids. Thus 
both give information about the verb's adicity indicating how many arguments it takes. 

Moreover since 0-grids have prominence rclations defined on them, one may indicate 

more or less directly in the 0-grid how the severa! arguments are realizcd syntactically 

( c .. g. in the preccding chaptcr wc have seen a proposal to directly mark in the 0-grid 
the direct argument as well as the externai argument). 

Moreover Chomsky ( 1986a) shows that it is even possible to derive categorial 
infonnation from 0-grids. Picking up an idea of Grimshaw's (I 979, I 981 ), he shows 
that there is a reliablc correspondence bctween semantic cognitive catcgorics (c.g. 
objeet, action, agent) and syntactic catcgories (NP, V, etc.). Cognitive catcgorics have 
what Grimshaw calls a canonica! stn1ct11ral realization (CSR); hcrc arc examplcs: 

(56) CSR (objcct) = N, NP 

CSR (action) = V (run) 

( Peter, the wolf) 

CSR (qucstion) = S' (Who came? I asked fwho camei) 
CSR (proposition) = S' (I bclicvc [that he is honest]) 

Thereforc. Chomsky argues, if onc knows what rolcs a predicate semantica/ly 
selects (s-selects), onc implicitly knows what syntactic catcgorics thc predicate sclccts, 
that is, onc knows thc predicatc's c-seleclion (categorial seleclion). For instancc, if it is 
known that helie1•e s-sclccts (Expcricnccr.(Proposition)). it can bc assumcd that it 
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c-selects that (NP, S) and this is indeed thc case(/ believe that this theory is nonsense). 
Therefore given that there is a canonica! structural realization for semantic categories, 

categorial informat1on can be inferred from 0-grids. But if this wcre true, 
subcategorization rules - whose main function was to indicate the number and syntactic 
category of the arguments - appear to be tntly redundant, and could be given up. 

While therc is a great deal of truth and beauty _in this idea, it has been 
persuasively argued (cf. Grimsbaw (1979, 1981), Rothstein (1991), Czepulch (1991), 
Webelhuth (1982) a.o.) that, at least at the present stage ofresearch, subcategorization 
rules cannot be given up, at least as descriptive tools. A classical argument for well­
tem.pered subcategorization comes from Grimshaw ( 1979, 1981 ), who discusses verbs 
that tak:e sentential complements. We will illustrate her point using the verbs ask and inquire. 
Both ask and inquire s-select (Agent (Question)). Therefore, on the strength of the principie 
ofCSR, it follows that they c-select [NP-S] and this is precisely what one finds. 

(57) a. I asked what time it was. 
b. I inquired what time it was. 

However, the syntactic facts are more complex. The verb ask can also realize 
its Question role as an NP (or "concealed question" in Grimshaw's words); the verb inquire 
does not have this possibility, and these facts do not follow from the CSR of questions. 

(58) a. I askcd thc time. 
b. *I inquired the time. 

The example leads to an important qualification of the relation between s­
selection and c-selection, which can be expressed as fol-Iows: 

(59) Certain cognitive semantic categories (e.g. 0-roles) bave correspond.ing 
syntactic categories în the unmarked case (i .e. they have a canonica! structural realization). ·. 

The concept of CSR expresses what îs ~table, regular m the synt:ax--of-.a 
word, i.e. how much of its syntax can be guessed fmm- its meaning aţld-rnecd oot .he 
learned. Thus, we know that if a predicate selects a semantic ty;pe,.41 is .suhcateg(ll:iz1,,c.t 
for the CSR of that semantic type. Both of the \letbs -ab(we oo~~- · ,... . 
and, significantly, there îs no verb in Eo.glish that s.-sd~ (~ _ 
subcategorized only for [ ~- NP) and not for [-- SJ. Hewever~ ~ -:fiu:$~ 
CSR does not exhaust the syntactîc realîzation of a role, and tliat tms kîil'ît.r-~ 
syntactic inforrnation has to be lîsted in the lexicon; it ~ be , 1-i~ ~ 
subcategorizatimr frames , which should not be elirninated. There is no way ofguesstrrg 
that (Qucstion) is realized as [-- S] or I-· NPJ for ask, but only as [-- S] for inguir? _ 

Thercfore, categorial înformation is predictable only in part from 8-gri.d&; thc 
lcss prcdictablc pa11 needs to be listed in subcatcgorization frames. Moreover, 
subcatcgorization infom1ation viewcd as hcad-head selection îs surely needed to 
indicate thc select ion of subcategorized prepositions (c.g. Admitting that look for and 
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seek s-select (Agent (Ibeme)), it is difficult to guess that (Ibeme) is realized as a PP 
headed by for with /ook, since the CSR for Theme is NP, not PP; seek, on the other 
hand, conforms to the CSR). One other area where subcategorization is needed, 
because the relation between syntactic and semantic categories is fairly indirect, is that 
of morphologic cases. lt seems hard to explain in terms of a role and 'their CSRs, why 
the Experiencer appears as an Accusative in M4 m4nânc4 nasul, but as a Dative in Îmi 
curge nasul. 

But beyond these descriptive problems there is the fact that subcategorization 
features are more "tangible" than 8-grids. Remember that becalll)e of the 
insurmountable difficulty of defining roles with any precision, 8-role labels have been 
eliminated from a-structures, so that a-structures have become mere sets of variables 
arranged in order of relative prominence and connected to variables in LCSs. The 
substantive content of a the role, tbe respective cluster of entailments true of a 
(referent's) role, is given by LCSs. One also encounters similar substantive difficulties 
in setting a hierarchy of roles; there are severa! proposed hierarchies in the literature which, 
although being in agreement over a large area, may nevertheless differ in details. 

Conceived of as prominence relations between arguments, 8-grids represent a 
fairly abstract level of lexical representation, witb considerable explanatory power, as 
we bope to have sbown. At the samet ime, a-structures seem to be really too abstract to 
eneode tbc wcalth of morpho-syntactic information charactcrizing a lexical itcm. This 
information can be encoded in subcategorization frames which continue to be 
descriptively unavoidabl_e.\ 

6 The Projection Principie. 
Wben the argwnent positions and tberefore tbe elements occupying them bave 

received a tbematic index all tbe relevant information from tbe lexicon bas been taken 
over by tbe syntax. Tbe subcategorial information was used in tbe projcction clauses 
and tbe argument positions (objccts and subject) bave bcen thematically identified .As 
sbown above, this type of lexical information is essential for tbe functioning of syntax, 
as well as for semantic interpretation. This is wby this information bas to be conserved, 
preserved during tbe derivation. Tbis requirement on tbe preservation of lexical 
structures is known as the Projection Principie. 

(60) Projection Princii;,le - Rcprescntations at evcry syntactic levei 
(D-Structurc, S-Structurc, Logica! Form) arc projected from thc lexicon in tbat thcy 
observe the subcatcgorization and thcmatic properties of lexical items. 

This bas two consequences: 
(i) subcategorization positions must be prcsent at all lcvcls of syntactic 
rcpresentation; 

(ii) subcatcgorized positions will cour.t as 0-markcd tbrougbout tbe derivation. 
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Consider sentence (60), where bake has the subcategorization feature [--[NT 
lr. for]] and the a-structure (Agent (Benefactive(Theme))). 

(61) [You],._ .. , baked (this pie]NP [for the kids],, D-Structure 
Theme Benefactive 

The subcategorized positions (and the subject) have been 0-identified by 

indexing with 8-rolcs. If either of the objects moves, an empty element called a trace 
will remain in the initial position. 

(62) a. [What]NP, did you bake [tJNP [for the kids],,? .. S-Structure 
b. [For whom],,; did you bake (this pie]NP [t

1
],, 

Informally, a trace is a phonologically null category (NP, PP, etc.) lefi behind 
undcr movcment. Thc trace is coindexed with the moved constituent and forms with it a 
chain; gcnerally, an NP (or PP) together with any traces coindcxed with it is defined as 
a chain; coindexation shows corefcrcnce of the elements in the chain. Thus, (NP,, t.) in 
( 62a) and (PP

1
, t) in ( 62b) arc chains. The traces in examplcs ( 62) indicate the 

subcatcgorized positions and, therefore, thc syntactic functions and the thcmatic rolcs of 
thc displaced constitucnts. For cxample, the trace t, in the cahin (what,, t.) indicates that 
wlwt, is a DO and that it is thematically a Theme, whilc t

1
, in the chain (for whom

1
, t) 

shows that .for whom is an Indirect Object thematically intcrpreted as a Benefactive. 
Thc S-Structures rcprescntatinns in (62) prcserve the subcategorization and thematic 
propcrtics of the verb bake, as rcqmrcd by the Projcction Principie. 

6.1. It is alsa part of 0-Thcory to define the 0-rolc assigning catcgorics and the 
manner (direct, indirect, compositional) in which categories assign rolcs. The 

assumption is that a hcad may dircctly 0-mark 011/y one sister NP. Typical 

configurations of direct 0-marking arc thosc shown in (62). 

(63) a. 

b. 

v-----
(1, 2*)' 
I sec 

v· 

p' 

NP(2*) 

I 
her 

...__.------ --1 r NP 

= 

Among thc major open lexical catcgories (N, V, A), the verb stands out as an 
essentiallv relational category (cf. Emonds ( 1985), as testificd by its ability to directly 
assil,'11 a 0-rolc to an NP. This NP is for this rcason called a Direct Object and it gcts 
At:cusativc casc marking (e.g. see hcr). Unlike verbs, As and Ns assign rolcs indirectly 
by mcans of prcpositions (or obliquc casc inflections). 

Prepositions arc likc vcrbs in that thcy occur with sister NPs (sec (62b)) which 
thcy U-mark dircctly; thcy assign 8-rolcs directly and independently (only) when they 
have /iii/ 111rn11i11g, as is thc: casc in cxamplcs (64): 
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(64) The painting is by Picasso. (Agent) 
The road is to London. (Goal) 
He is from London. (Source) 

In English, As and Ns do not govem sister NPs; they relate to NPs only by 
means of prepositions, as illustrated below. They assign 0-roles indirectly. 

(65) V N 

a. destroy the city b. destruction of the city 

read the book reading of the book 

C. N' 

N' 
..---- . 

t ~?p - NP 

(66) V A 
a. like Mary b. fond of Mary 

know the truth aware of the truth 

Thus, even if in ordcr to maximize thc similarity between related verbs and 
nouns, or related vcrbs and adjectivcs, wc supposcd that certain nouns or adjectivcs 
were subcategorized as I+ -- NP] in the lexicon, thc only way this argument of a noun 
or adjective could get a 8-rolc is through a PP structurc i.e. subcategorization 
requirement can bc satisficd only by a IP~ NPirr sequencc which is sistcr to thc head; 
the unmarked preposition corresponding to transitive verbs in derived nominals is of 

Sincc of is predictablc and does not havc to bc lcamed with each deverbal noun 
(reading, building, constrnction) we may assumc that thc P node is empty in (65c) and 
that o.f is inscrted at S-Structurc, as a mcans of 0-rolc assignment and case realization. 
There arc also nouns relatcd to vcrbs which usc some other idiosyncratie preposition to 
mark thc object: answer to the question, •answer o.f the question, but answer a 

q11estio11. Such prepositions are listcd in the lexicon and projectcd onto D-Structurcs. 
The defective naturc of nouns as 8-markcrs is clcarly scen in thc irrcgular behaviour of 
nouns derivcd from transitivc verb: somc mark the objcct with thc predictable of. oţb.crs 
11sc an entry-particular P, whilc othcrs do not havc any objcct corrcsponding ţolhc 
DO of thc verb: ·'l 
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She received a phone-call 
He anxiously expected the news. 

the description of a city 
the promise of a reform 
answer to / •of a question 
bis marriage to / •of Sue \ 
•ber reception of a phone-call 
•bis anxious expectation ofthe news 

Toe difference between Vs on the one hand and As and Ns on the other is 
noticeable în case-languages like German and Romanian as well. Verbs directly 8-mark 
the DO assigning it Accusative case. Complements to N and A may have the status of 
PPs, as they do în English: R a iubi arta: iubitor de artd, achiziţiona cărţi: 

achiziţionare de drţi; mândru de fiul său. 
But in case languages, complemcn'..S to Ns and As rnay also appear in oblique 

case forms, e.g. in Romani3:11 or in German they may be in the Dative or Genitive, not 
in the Accusative case (R achiziţionarea cărti/or (Gen), om drag mie (D)). The oblique 
case inflection bas the same function (and perhaps the same structural position) as the 
preposition în (65) or (66): it "helps" the N/A to discharge a role în its grid to an 
argument position; oblique cases (unlike the Nominative or the Accusative) a' 

associated with a limited nwnber of0-roles ofwhich the head N/A spccifies one. 
We retain that Ns and As are indirect assig~ers. Verbs may directly 0-mark 

only one argument; a second argument will be marked indircctly by means of oblique 
case inflections or prepositions. When the role is jointly assigned by the verb and the 
preposition, the interpretation of the preposition itself is more or less dependent on the 
verb, as illustrated bclow: 

(68) The book ison thc table. (Location) 
They blamed the accident on John. (Theme) 
For John everything should be possible. (Bcnefactivc) 
He was waiting for John. (Themc) 

7. Word order and the direction of0-role assignment. 
In a preceding chapter we identified one parametcr in setting up the word 

order of phrases across languages: this was the headednesss parameter, distinguishing 
betwcen head-initial languages like English and head-final languages like Japanese. 

A distinct word order parameter is that of the direction of 0-ro/e assignment, 
which alsa gives us the direction of canonica/ govemment in a language 
( cf.Travis( I 984), Koster(l 987); for a different proposal regarding word-order and 
language-type, see Kayne(l993)). Most of the time the head initial / head final 
parameter and the direction of 0-role assignment parametcr coincide; the resuit is that 
both constituents 0-marked by some head and constituents which arc not 0-markcd by 
that head are on the same side of the head. Thus, in the following English example both 
the objects and the adverbial adj uncts are on the right side of the verb: [ They ( met their 
friends] quite by accident i11 the park, yesterday]. 

https://biblioteca-digitala.ro / https://unibuc.ro



182 

Yet, there are languages like Modem Mandarine in which the two parameters 
do not coincide (cf. Travis (1984), (1989: 266-69)). Mandarine is a head final language 

and it assigns 0-roles to thc right. Consequently, we find the following word order 
pattem: a) Nonsubcategorized clauses and nonsubcategorized PPs, which arc not 

dependent on the verb for 0-marking, precede the verb, because the language is head 
final; thc structure is (S) (PPs) V 

(69) a. cong you gu chulai 
from dark valley emerge 

b) Subcatcgorizcd constituents, thc DO and thc POs 0-marked by the verb, follow 
the verb, bccause thc dircction of role-assigruncnt is to the right; thc structurc is V NP PP,. 

(69) b. ta ba Lizi pian - Ic 

he ba Lizi cheat - ASP 

'He cheated Lizi' 

lnteresting corroborating evidence comes from the study of two prepositions 
that appcar both prcverbally and post-vcrbally "gei" (to/for) and '_'zai" (at). Thcir 
intcrprctation changes function of their position 'gci NP' bcforc a verb is interprctcd as 
an independent (nonsubcatcgorizcd) Bcncfactive: 'gci NP' aftcr thc verb is interprcted 
a, a suhcatcgori7rd Gn:il. 

a. ta gci wo mai Ic chczi Ic 

he for mc scll ASP car ASP 

'He sold a car for mc · 

h. ta mai gei wo chczi Ic 

he scll to mc car ASP 

· He ~,>Id a car to mc · 

Thc preposition zai is intcrprctcd as a locata1ve adjunct whcn it prcccdcs thc 
verb. and it is intcrprctcd as a Goal dircctional prcposition introducing a subcatcgorizcd 
NP. whcn it is post-verbal. 

(71) a. Zhang - san za, zhuozi - shang tiao 

Zhang - san at table - on _1ump 

'Zhang - san 1s jumping (up and down) cm the table· 

b. Zhang - san tiao zai zhuozi - shang 

Zhang - san jump at table - on 

'Zhang - san jumped onto thc table· 

Thc same distinction betwccn locatl\'C adjunct and directional obiect ,s 
grammaticalizcd 111 ( iennan through casc marking. th~ locative.: adjunct is 111 the ·Dative 
r,;sc. thl· J:rcct1,1:::!l oh_1cct get-; ,\ccusativc c1sc m;:rking frnm thc verb· 
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a. Sie arbeitet im Geschăft. (Dat.) 
'She works in the store' 

b. Sie geht ins Geschiift. (Ace.) 

'She goes into the storc' 

8. 8 Theory and Government Theory. 

In this last section we examine the interface of 8-Theory and other subtheories, 

such as the theory of govemment and of movement. 
Govemment of 13 by a was defined as follows: 

(73) Govemmcnt 
a governs 13 iff 
a. a is a X0

, for some Y (i.c. a is a (lexical) head) 

b. a c/m - commands 13 
c. For all maximal projections y, ify dominates 8, thcn y dominates a 

Wc note in passing that since the relation in (73) holds between a hcad and -:i. 

maximal projection, it is also callcd hcad govemmcnt. Among the perrnittcd 
govcmment configurations some represent stricter rclations between governor and 
p.ovcmcc; thcsc arc u~uallv rcfcrrcd to as rcbtion!, of proper gm·crnment. Ccrtain 

syntactic proccsscs, for instancc wh-movcmcnt, rcquire propcr govemmcnt, in thc scnsc 
that thc trace left bchind should be not merely govcmed, but properly govcmcd. 8-
Thcory allows the spccification of onc propcr govemment configuration. At the samc 
timc it will allow a bcttcr charactcrization of thc notion barrier. It is thesc qucstions that 
wc arc now addrcssing 

Onc configuration of propcr govcmmcnt 1s that of B-government, simply 
dcfincd asin (74) (cf.Chomsky 1986b). 

(74) 0-govemmcnt 
a 8 govems B, iff a is a hcad, a 8-marks 13, and a is a sister to 8 

Therc arc two clcmcnts in this dcfinition, both of which havc becn used in the 

furthcr development of govemmcnt thcory. a) 8-govcmment is a semantic relation, an 
instancc of s-sclcction betwccn two categorics, a head a 0

, and a complement B 
rccciving a 8-rolc from thc hcad. Whcn furthcnnorc thc 8-govcmor is a lexical 

constituent (as opposcd to bcing somc grammatical formative), wc will say that a• 
L-marks f.l. 

(75) L-markini,:. 
0:

0 L-mark~ I.I, iff rt" is lexical am! 8 govcrns 13 
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L-marking is an important form of identification (identification of an argument 
by the predicate which assigns it a thematic role). b) The second element in the 
definition of 8-government is a configurational one; 0-goverrunent is a relation between 
a head and a sister complement; therefore 8-govemment is head govemment within thc 

first projection of the head. 

(76) VP v·---- ---- PP 
V'-- -NP 

Examining (73), we sec that V' 8-govems NP, which it 8-marks within the first 

projection V, but V' does not 8-govern the PP although it govems it. 1t is now possible 
to define (one configuration of) proper govemment asin (76): 

(76) Pro[Jer govemment 

lf a• 8 govems O, then a• properly govems O. 

To illustrate the relevance of proper govemment, lct us examine the questions 
in (77) and (78), keeping in mind the fact that the traces lefi behind by wh-Movement 
must be properly governed. 

(77) a. They should wellcome this other gucst with more ccrcmony. 
b. Who, should thcy wellcome t, with more ceremony? 
c. How, should thcy wellcome this othcr gucst t,? 

(78) a. They wondered [whether thcy should wellcome this othcr guest 
with so much cercmony). 
b. ?[Whom, did they wonder [whcthcr they should wellcomc t, with so 
much ccrcmony]5 Js,? 
c. *[How, did they wonder [whether thcy should wellcomc th.is other 
guest t, ]5 ) 5. ? 

In the simple sentenccs of (77) the proper govemment requirement on traccs is 
mct (though at this point wc cannot yet undcrstand cxactly how this happcns). Sentcnce 
(78a) contains (77a) embcded as an indirect question complement, both (78b) and (78c) 
involve qucstion.ing (cxtracting) constituents out of an indirect qucstion, a process 
which is known to produce !css than perlcct results; but cvcn if qucstion (78b) is not 
impeccablc, it is comprehensible and significantly bcttcr than (78c), and it is this 
contrast that wc want to explain. Othcr things obviously being cqual, thc diffcrcnce 
bctwcen (78b) and (78c) !ies in the fact that in (78b) wc have frontcd a DO, while in 
(78c) we have fronted an adjunct. The trace lefi below by thc DO is properly governed, 
since the V 0-govems its DO complement (see (76)); hence (78b) is a licit question. In 
contrast, in (74c), the trace lcft _behind by the adjunct is not propcrly govemcd. Thc 
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manner adjunct how îs not 0-govemed, it does not receive one of the roles in the 

predicate's 0-grid and it is not a sister to the verb. Hence movement out of the manner 
adjunct position is not possible in tllis case. lntuitively, the verb can identify an 
argument, but not an adjunct. 

8.1. The concepts introduced above also enable us to refine the notion of barrier. 

As already mentioned a barrier that prevents govemment of B by o.° is a 

maximal projection that contains ~ but does not also contain o.° (The definition of 

govemment requires that a.° should m/c-command 8 and that they should be included 
in oii of the same maximal projections). A barrier is an "intervening" maximal 
projection. lt bas bcen shown that maximal projections are not barriers inhcrently, but 
only relative to a context. Chomsky ( 1986b) proposes that only a maximal projection 
which is not L-marked is a barrier. 

To illustrate the rclcvancc of L-marking for barrierhood wc will again resort to 
qucstion fonnation, on the hypothesis that barriers block not only government, but a/so 
movement (extraction}. Huang (1982: 305) has proposed that a constituent may be 
moved only out of a domain which is propcrly govemcd, i.c. only aut of a maximal 
projection which is nota barrier (=The Condition on extraction domains): 

(79) Condition on cxtraction domains 
A phrasc A may be cxtractcd aut of domain B only if B is properly-govcmed. 

Consider now thc following cxamplcs. 

(80) a.Shc lcft lrrbcfore buying Chomsky's bookj 
b. "'What, did shc lcave lrPbefore buying t,l 

(81) a. 
h. 

Shc said 1,shc had bought Chomsky's book I 
What, did she say 1,shc had 6ought t,] 

ln 60th (80b), (Slb), wc havc cxtractcd a DO, thcrdorc thc trace t, itsclf is 
propcrly govcmcd. Thc diffcrcncc bctwccn (80b) and (816) has to do with thc 
cxtraction domain. In (80b) thc cxtraction domain is an adjunct PP (a timc adverbial) 
which is not L-markcd (6ccausc it is not l:l-governcd). The PP node is a barrier, and is 
sufficicnt to block movcmcnt. In contrast, in (816), thc extraction domain is a DO 
clausc (as thc casc had 6ccn in (78b,c), which is 0-govcmcd and L-markcd, so that thc 
S maximal projcction node is 1w longer a barrier and cxtraction is allowcd. Wc rctain 
that L-markcd maximal projcct1ons arc not barricrs for movcmcnt or for govcmmcnt, 
bccausc thcy arc thcmatically idcntificd. 
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Chapter 8 

DEVELOPMENTS IN THE THEORY OF PARTS OF SPEECH 
LEXICAL AND FUNCTIONAL CATEGORIES 

THE THEORY OF HEAD MOVEMENT 

I. Two approaches to the problem of defining parts of speech. Parts of 
speech in categorial grammar. An important question in the theory of grammar is that 
of defining the possible syntactic categories of a language and also of finding means of 
expressing similarities and differences between them. The task facing the linguist is 
that of constructing a theory of natural language categories, including a theory of the 
parts of speech. The linguistic scene of the Anglo-American world in the last decades 
has been dominated by two approaches to this problem: a) a semantic referential 
approach, characteristic of c=.tegorial grammars and ultimately dcveloping Frcgean 
ideas; b) a distributionalist approach characteristic of structuralist schools, în any of 
their variants. 

1.1 ~ Parts of speech in categorial grammars. ln thi::: trndition, parts of speech 
arc defincd on the basis of their extralinguistic denotation. There is an assumed 
correspondence between text structure and world structure, in other words, bctwccn 
linguistic categories and ontologica/ categories; parts of speech designate particular 
kinds of real-world entities. 

A second leading idea, an idea, already explored above, îs that languagcs havc 
fimctional structure. Each statement can be taken to bc built by thc application of somc 
function (an unsaturated expression) to somc arguments(s). Not all lexieally simple 
(parts of speech) or complex exprcssions (phrases) bchave alikc with respect to the 
function/argument distinetion. To be more specific, there are two types of exprcssions 
which are inherently saturated or complete (they are arguments, rather than functions). 
These are the categories noun ('n '), in fact, NP, and 'sentcnce' ('s '), which are takcn as 
basic (underivcd) syntactic categories. They designate the important ontological 
categorics of 'cntity'or 'individual' and 'truth'. lt is assumcd that, through its scnsc, an 
cxpression such as the winner of Austerlitz picks out thc uniquc referent which is 
Napoleon; a sentence such as '/t is snowing ', through its scnse, dcpicts a state of 
affairs; whcn thc state of affairs corrcsponds to ·the real world, that is, at those time 
intcrvals whcn it is snowing outsidc, the scntcnce 'Jt is snowing · is truc, and it is false, 
otherwise. This is what is mcant by saying that the refercnts of declarative sentcnccs 
are truth va lues: 'truth ·, whcn the depicted state of affairs corrcsponds to thc situation 
in the outside world, falsity, whcn this correspondcnce fails to obtain. 

https://biblioteca-digitala.ro / https://unibuc.ro



187 

The syntactic categories n (NP) and s are basic, underived categories and wil! 
serve to define the other categories (verb, adjective, adverb, VP, AP, etc.), which are 
derived categories. 

Derived categorics are defined as functions (from one category into another) 
starting from the basic categories. For instancc, the category intransitive verb is dcfined 
as sin, that îs, it is a function which, when it is applied to a noun (phrase), yields a 

sentenct e.g., run (John) ➔ John runs. ln a more perspicuous notation, reminiscent of 
the cancellation of fractions, we may represent the application of the function to the 
argument to produce a higher expression as in (I). 

(1) John 
n 

s 

runs 
sin 

An adjective îs a category which combines with a noun and yields 
anothcr noun, thercfore, an adjective is a function from thc set of nouns into thc set of 
nouns: nln. 

(2) littlc John 
n/n n 

n 

An adverb (c.g., slvwly) is a function which takcs an intransitive verb (c.g., 
run) as an argument, and yiclds anothcr intransitive verb (c.g., run slow/y). Thc 
catcgory of thc adverb is vlv, or exprcssing thc same thing in tcrms of basic catcgorics 
(sin I/sin). 

The catcgorics index thc itcms in thc lexicon, that is, thc vocabulary of thc 
languagc, as wcll as thc highcr exprcssions produccd by thc grammar. As has bccn 
undcrstood from thc cxampks, tlu: categorial index shuws a manner of combination, 
having quitc thc samc role as a (sub)catcgorial feature. For a\l categories, cxccpt the 
catcgory ·s ·. thcrc arc basic expressio11s, i.c., words bclonging to a givcn catcgory. 
Hcrc arc cxamplcs: 

(3) n {John, L1zzy. snow ... : 
n/s { run, slccp, walk away .. f 
n/n {littlc, rcd. tall ... f 
s/n.//s/n { slowly, fast, wcll} 

Thc catcogory ·s· contains only dcrivcd mcmber:,. A charactcristic feature of 
categorial grammars is that thc categorics do double Juty: a) On thc one hand, as 
alrcaJy shown, thcy classiJ_i- the vornh11/ary. Jetcnnining for each syntactic catcgory A 
thc set of hasic exprcssions of category A (sec (3)).b) On thc other hanu, the categories 
indicate thc way in which clcmcnts combine to fom1 highcr constitucnts, thcrcfore, 
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categories imp/icitly contain the syntactic roles of the grammar. lgnoring the actual 
linear order of the constituents, these rules are of the following form: If a is an itcm of 
category A/B and b is a constituent of type B, then the cxpression resulting from the 
concatenation of a + b is a constituent of category A. 

Such a grammar, which essentially relies on a procedure of defining a system 
of categories is for this very rcason a categorial grammar. 

A categorial grammar is essentially an indexed vocabulary. The syntactic rules 
are 'inscribed' in the categorial indices, so the categories have rcplaced the rules. The 
definitions of the categories are buîlt stepwise, starting from the basic oncs , n and s. 
Since n and s are co"e/ated with basic ontologica[ categories, entity and truth, 
respective/y, the system indirect/y provides a referential (denotational) interpretation 
for the other derived categories as we/1. Categorial grammar semantically models the 
system of syntactic categories of a language, offering a sophisticated procedure of 
analyzing and defining parts of speech with respect to their denotation, and this is an 
enterprise of considerable philosophical interest. 

Categorial grammars, i.e., indexed vocabularies, may serve as both analytical 
and synthetic proccdures, as -,an be illustrated by analysing an easy example: Litt/e 
John s/eeps sound/y.First, categorial grammars may function as analytic, identification 
and recognition, proccdures. They offcr a cornpletely mechanical means of determining 
whcthcr a string is well-formed, through the application of canccllation rulcs. If only 
one categorial index rernains after the concellation rules have applied, the string is 
well-formed, and this last exponent shows to what syntactic category the string belongs. 
Using this mechanism as in (3 ), we can show that Litt/e John s/eeps sound/y is a well­
formed sentence string. 

(4) Little John 

n/~ 
n 

s 

sleeps 
sin 

l 

soundly. 
s/n//ş/n 

sn 

Categorial grammars may alsa function as synthetic grammars. A complete 
indexed vocabulary enables one to synthesize all possible sentences of the given 
languagc without any additional rulcs. Then, wc might reverse the dircction of thc 
analysis in (4) and "generate" the sentence in (4), asin (5). 

(5) _s 
n ----- ------ n/s 

n/ 
--- --- ------ -

n n n/s n/s//n/s 
I ' I little John s eeps so~ndly 

Categorial gramrnars arc context-frec and, hence, can he suhjcct to any 
criticism which can bc lcvclled al context-frec grammars (sec Chornsky ( 1957)). 
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An important resuit is that categorial grammars are weakly equivalent with 
phrase structure grammars (cf. Cooper( 1975)); the weak equivalence of two grammars 
means that they generate the same language, the same strings, though they need not 
assign the same analysis to these strings. 

The basic insight of simultaneously classîfying expressions, according to their 
semantic and syntactic properties, so that a grammar defines a formal ontology, comes 
down from Frege. Categorial grammars, developed by Ajdukiewicz (1935), Bar-Hillel 
(1953, 1966) a.o., are extensively used in logico-semantic analysîs. An enriched and 
highly sophîsticated version of categorial grammar, extensively used by linguists and 
phîlosophers alîke, îs Montague Grammar, named after the American philosopher and 
logician. Richard Montague (see Montague (1974)). 

The endeavour to offer a semantic referential analysîs of syntactic categories 
and, thus, of the parts of speech, and, more generally, the attempt to find out about the 
hidden structure of meanings in a language and culture are part of a research 
programme that Bach ( 1981) defined as "the study of natural language metaphysics". 
This programme of interdisciplinary research drawing on philosophy, logic, linguistics 
and cognitive psychology represents a major intellectual achievement in the study of 
language in the Anglo-American world, in the latter half of thîs century. A significant 
development over the last ten years is a gradual rapprochement of research în 
syntax and formal semantics, leading to a better motivatîon of both syntactic and 
semantic analysis and. to a considcrable progress în thc understandîng of traditional 
linguistic problems (e.g., aspect, mass terms, plurality, predication, reference, 
quantification, etc.). 

2. The structuralist tradition in the analysis of parts of speech. 
Thc second direction in the contemporary investigation of parts of speech is 

s_vntactic, formal. Continuing the classical structuralist tradition, parts of speech are 
vicwcd as distributional classes. Classical structuralism, at least as îllustrated by Harris, 
Nida, Wells or Fries, attaches no special substantive sign(/icance to parts of spee~ 
i.e., to thc 'conceptual content' ofNs, Vs, etc. Fries (1957) goes as far as rejectîng even 
the namcs 'noun', 'verb', prefcrrrîng to speak of word of class number I, 2, ... n. It was 
generally agrced that 'noun', 'adjective', etc were simply convenient labels in setting 
up systems of paradigms based on distributional regularities. For example, under the 
labei 'verb' in English, one groups all and only thosc formatives which appeared in the 
cnvironments: -s, --ed, --ing, to-- (askS, askED, ask/NG, TO ask). 

Thc samc basic attitude is embraccd by thc generative school, where 
catcgories (lexical N, V, etc. or grammatical NP, VP, etc.) are defined only through 
thcir role in the rulcs and principlcs of thc grammar. This attitude îs_ thc bclief informal 
dc.finitions, which is thc defining feature of all structuralist approaches. 

However, while structuralist grammarians insist that the parts of speech systcm 
of languagcs can vary without predictable limits, over the past twenty years, there has 
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been a more or less explicit assumption that parts of speech systems do not vary 
arbitrarily and without limit. One bas come to acknowledge the relation between 
categories and notions (conceptual contents); but tlus relation is viewed as rather more 
arbitrary, from the point of view of semantics, though not from the point of view of 
linguistic structure. 

1n the currently accepted view, the system of syntactic categories functions as 
a grid, cutting through notional space and inducing its own divisions. The grid is 
completely part of the linguistic system, its motivation must be formal. A familiar 
argument in favour of this position is that grammatical processes appear to involve a 
considerable number of elements and relations that would have to count as degenerate 
undcr any strictly notional interpretation, such as, say, the expletive subjects there and 
it in English, in sentences like There is a lily on his desk, lt is drizzling. One may 

wonder about the 8-role assigned to the subject of weather verbs like drizzle, rain, hei[, 
snow, etc. Yet, this notionally empty subject is sufficiently like a referential NP 
to serve as an antecedent in sentences involving coreferential relation such as those in 
(6) below: 

(6) a. He sang enough [e] to drive me crazy. 
b. lt rained enough ( e ] to make the ground ooze. 

Thus, in (6a), he servcs as the antecedent of thc implicit suhjcc! of thc 
infinitive [ e ]; [ e ] is coreferential with he ('He sang and he drove mc crazy as a 
consequence'). Example (6b) shows that it has the same role and serves as an 
antecedent for the implicit subject of the infinitive clause, behaving like an ordinary 
argument; it is in fact a quasi argument ( cf. Chomsky (1981 )). An auxiliary verb like 
the English DO in direct questions or negative sentences (Did he come?. 1/e didn ·, 
come) provides an example of a scmantically degenerate verb. Syntactic categories 
may, thereforc, havc degenerate membcrs whosc prcsencc is due to the formal 
requircmcnts of thc languagc. The catcgorics of a languagc will havc to bc set up on the 
basis of the combinatorial propertics they exhibit, but we expcct that it will turn out 
that therc arc interesting and rcliablc relations betwcen thc syntactic, combinatorial 
propcrties of a catcgory and the notional intcrprctation of that catcgory. Syntactic 
categories are scmantically motivatcd, at !cast, în part. Partial semantic motivation is 
one basic source of similarity between parts-ofspeech systems. 

An important insight of more recent syntactic theory has bccn that thcrc arc 
similarities between various parts of speech, similarities which could bc representcd in 
tcrms of shared features. Catcgorics are no longer viewed as atomic entities, but as 
analyzable into bundlcs of syntactic featurcs, cxpressing thcir propcrtics and thcir 
similarities. For instancc, in English, adjcctivcs and manncr advcrbs are sufficicntly 
alike (c.g., pairs likc slowlslowly, carefullcarcfully) to warrant inclusion in thc samc 
basic catcgory; they share thc morpho-syntactic property of comparison and thcy sharc 
thc semantic function of modification; adjcctives modify nouns (care.ful dri1•cr), 
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adverbs modify verbs (drive carefu/ly) in analogous phrases; they will be differentiated 
in terrns of a minor syntactic feature. 

The suggestion is to think of parts of speech systems as constituted on the 
basis of a few prototypic syntactic oppositions that each system acknowledges. The 
central constitutive opposition for parts of speech systems is the opposition between 
verbal and nominal categories; parts of speech are interpreted along the dimension s 
±N, ±V (as proposed in Chomsky's important paper "Remarks on Nominalization" 
(1971 )): The possible combinations of features define four major parts of speech: N 
(noun), A (adjective), V (verb), P (adposition, that is, preposition or postposition) and 
also their projcctions (through percolation), as in (7b). The features function as a kind 

of prototypical nucleus or generating matrix for syntactic categories. 
.... -·-·-·· 7 (7) a. ±N, ±V \ 

b. NP AP VP 
' pp \,/' 

N A V p o [+N [+N) (+V] [-V) 
[-V] [+V] [-N] [-N] 

Shared features express cross-categorial rcgularities of behaviour. For 
cxamplc, thc [+N) catcgories may bc marked for gcndcr, number and case; thc [-N] 

categorics (i.e., the verb and the preposition) are direct 0-rolc assigners anJ <lircc~ casc­
assigncrs; further semantic or syntactic fcatures will partition the classes in (7b), so that 
we separate particles from prepositions, adverbs from adjcctives, enlarging the number 
of distinct categories. The cluster of features in (7) defines possible parts of speech, but 
a language may fail to lexicalize one of the categories în (-;tb). Therc are languages 
where there arc no English type adjectives (Swahili is an example). Othcr languages 
lack a separate class of adpositions, using certain nouns instead (This appears as lcss 
surprising when one rcmembcrs the many NPs used prepositionally in Romanian: în 
faţa, În spatele, din partea, etc.). Languagcs are certainly expected to differ in the way 
they subcategorize thc major parts of speech în (7b ); Roman ian prcpositions are always 
transitive. There is no category of "particles" in Romanian as proved by a cursory 
cxamination of examples like: He wasn 't in the room./He wasn 't in vs El nu era în 
cameră. !*El nu era În. Certain pattems of cross-linguistic variation are now easily 
understood. 

Ali parts of speech system will, nevcrtheless, sanction the opposition 
verbal/nominal. A sccond opposition, which is universally acknowledged, is that 
bctwecn lexical or thcmatic categories and funclional categories. The opposition 
betwccn lexical and functional categorics is in part the same as the structural 
distinction bctwcen open classes (N, V, A) and closed classes (c.g., Determiners). 
To understand this important concept, we will start by examining a major functional 
catcgory in English, the category of lnflection (INFL or 'I'). Thc analysis of INFL 
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in English carries over to other languages; at the same time the understanding of 
INFL in English will pennit a more general characterization of the concept 
functional category. 

3. Introdueing functional categories. InA'ection. 
Inflection is a prototypical functional category with a central role in the syntax 

of the sentence. As far as English syntax is concemed, l!!,t]...(J,l___is another name for the 
c te ory Auxilliary. The new name attempts to be a more generahabel, sUited ro refer 
not on y to awu 1 verbs, but (primarily) also to the system of inflections used to 
mark moods and tenses in various language (E -s (goes), -ing (going) R -re (citire) etc). 
As one moves away from the early Chomskian analysis used so far, it will be seen how, 
under the pressure of theory-intcmal considerations, a language particular description 
of a category has turned into a description which is of general validity. 

3.1.The English auxiliary system was assumed to have the structure in (8), 
(cf.Chomsky (1955,1957): 

(8) Aux ➔ T ~(M)-(have-en) ~(be-ing) 

Examine now the paradigms below, involving question formation and tag­
qucstion formation. 

(9) Cnvld lw crmc'1 

b. Has he come? 
c. ls he coming? 
d. Did he come? 

a. 
b. 

He couldn 't come, could he? 
He hasn 't come, has he? 

c. He isn 't coming, is he? 
d. He didn 't come, did he? 

Ali examplcs involve movement of an auxiliary round the subjcct, and in each 
individual case, we havc clcarly contradicted an important rcquircment 011 Move a and 
on transformational operations, the requirement that mles operate on constituents. In 
each case, what has moved is the sequence Tense affix + tense carrier (the tense carrier 
being one ofthe auxiliaries con, have, he, do1 this sequencc is clcarly nota constituent 
with respect to the analysis of the Auxiliary given in (8). A partial solution to this 
problem was to modify (8) as in (11 ),(cf Culicover(l 976 )): 

(11) a. 

b 

C. 

d. 

e. 

Aux ➔ Aux, -(Aux, ) 

Aux, ➔ T~M 

Aux, ➔ (have-cn) ~(be-ing) 

T ➔ s, cd 

M➔ can, may. shall, wi!L must, 0. 
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The Aux bas beeo factored into two coostitueots (in (Ila)), ooe of which, 
Aux, is obligatory; so now, not only the tense constituent T is obligatory, but so is the 
mcxbl constituent, which is also part of Aux,. Inven:ion can consequeotly be stated as a 
rule that moves Aux, arouod the subject (cf.(13)). This analysis bas the _desirable resuit 
that question formation aod tag formation in (9a), (1 Oa) involve movement of a 
constituent .If the Modal positioo is not filled in the underlying structure, but thcrc is an 
auxiliary verb (have-en or be-ing) in A~ , the closest verb to Aux, from AUXi moves 
uoder Aux, aod ftlls the Modal position, asin (14). 

f (12) VP 
Aux --- -------

Aux -----A,,Y 
-- I -=--~-Ţ .._ M (have-en) {be-ing) 

MV 

ed can 
d9 . 

(13) X NP Aux Y ⇒ X NP Aux y 

(14) VP 
Aux --- -MV 

---- I _.,/ Aux1 AUXi 
T -- -M be -- -{0} 

mg come 
" ed 

This rule was referred to as Have/Be-Raising. The oewly formed" Aux, may 
now be subject to movement, so that a constituent is moved in (9b,c), (lOb,c). Finally, 
ifthere is no auxiliary verb în addition to the tense affix, and Inversion bas to apply, the 
auxiliary DO îs inserted in Aux1 as shown în (12), and then Inversion îs frec to apply, 
and will operate on a constituent. 

3.2.We could make the following comment on this aoalysis: a) As a theory­
intemal consideration it appears that rule (l la), which is a phrase structure rule, is still 
fairly irregular, with respect to the general priciples of X-bar theory; thus, the categoty 
Aux does not have an X' head, violating endocentricity ). b) As a descriptive problem, 
thcre is an important difference in English, between the aspectual auxiliaries and the 
modal vcrbs, wh.ich thc analysis ignores. The modal verbs depend on the Tense affutes, 
they are defective, and have only finite present and past forms (can, could, • to can, * . . 
canning). In contrast, aspectual markers are found infinite and non-finite moods, alilce 

(e.g., his having nm, to be_running, etc). Have and be are not dependent on Tense, and 
nced not be generated in the same constituent as Tense. These descriptive 
considerations lcad to the conclusion that only modals (unlikc aspectual auxiliaries) 
should bc generated under the samc lnflcction node as Teasc, in a rule like(l 5): 

(15) 1° ~ (± Tense, ± Agr). (M~dal)-~ 
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1n (lS), Inflection is analysed as a head, specified for the features (± Tense), 
which covers the present/past opposition (They wallc.il'hey wal/ced.), and (± AgreementJ 
signalling agreement between subject and predicate in finite clauses (He walks./We 
wallc.). A modal is optionally present (He can come.llle could come.llle cameJ. 

An idea that bas emerged in recent syntactic theorizing is that clauses are 
headed constituen~ and that the head of the senten~~- is 1°. Sentences are îuîâlysed as 
Inflectional pro}ections Thi.s is a signincânî-departure from earlier structural theory, 
which viewed the sentence as an exocentric (non-headed) consbuction. Some of the 
descriptive ~gumenb that support the claim that 1° is the head of the ~J¼~.aE1Lare the 
following: a) Inflection entertains structural relatiom-withimtlf-ofllie-sentence's major 
constituents, the subject NP and the VP. The relation between 1° and VPs has long been 
known. A VP (e.g., live in London for-ienyiărsf cannofoe"tiseâ-iii-aifînaepenclent 
scntence, unless it is inflected for some mood and tense t He live in London for ten 
years. I He lived in London for ten years). The VP may be viewed as the obligatory 
complement of an inflectional head, and the dependence between Inflection and VP 
may be expressed as an instance of the head complement relation: 

(16) r ➔ 1° ~w 
b) Of late, the relation between the subject and Inflection has come wider 

close scrutiny. In finite clauses, there is agreement between Inflection and the subject 
(He is here./1 am here./You are here.). Moreover, in languages with rich verbal 
Inflection, Inflection may "stand for" the rnissing subject (Este./Sunt./Eşti.). ln non­
finite clauses, Inflection often deterrnines the subject's case (and the position of the 
subject);for instance, the subject of the English gerund is a Genitive or an Accusative 
(e.g., (/ta/I depends) on their coming in time/on them coming intime)); also, non-finite 
in.flection often allows the subject to be absent. Since the category Inflection projects 
regularly, we may assume that the subject is the Specifier of Inflection (gerlerated in 
SpecIP) asin (l 7a,b). Agreemnent between the subject and Inflection appears tobe an 
instance ofSpecifier-Head agreement (sec (19b)). 

Through its structural relation with the VP and the subject NP, Inflection can 
rightly be viewed as the head of the sentence, which is now regarded as an inflectional 
projection (IP). 

IP(=I") ~-~i• ----~ 
I' ➔ 1o~yp 

cJOne- more cons-ideration is the relation of selection that holds between 
c~mplementizers -and lnflectio_l!• We have··seen that the Engiish - FOR seiects· ân 
infinitive inflection, the complementizer that always selects a finite 
(indicative/subjunctive) inflection a. s.o.: 

( 18) I hope lc-FOR[ll'him[10TO[VPsucceed]]) 
I hope le- THAT[1Phe(10 [VP succeed in bis attempt]]) 
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Under the assumption that complementizers arc subcategorizcd for particular 
types of clauses, we may .exprcss this relation as an instance of head-head selection 
between complementizers and inflectional heads, the latter being rcsponsible for 
particular clausal structures. • · 

To capitalize on our results so far, we have developed an interpretation of 
Inflection, which is supported by the descriptive facts mentioned, and which allows the 
analysis of a sentence as a maximal projection (IP) that confonns to the principles of 
X-bar Theory. The representation in (19b), based on the PSRs in (15 - 17), will replace 
fhat in (19a) from now on. A desirable notational simplification is that the irregular MV 
node in (19a) bas disappeared in (19b).The analysis of sentences as inflectional 
projections will further be supported by the examination of other functional projections, 
as well as of the way that this conception about senctences interrelates with case­
assignment and anaphoric processes. 

(19) a. s "'!""··· 

·" NP-- VP 
j 

Aux-- MV 
,,. 

T - (M) ~-ing) 
I 
V' 

b. IP(I") (') 
'L: NP-- - I' 

10-- yP 
[± T, ± A'gif-M V' 

3.3. 0n the notion "auxiliazy verb". Wc have not so far given an account ofthe 
aspectual markers have-en. be-ing. The idea is to analyse be and have as auxiliary 
verbs, though not as constituents of Inflection. Auxiliaries differ from lexical verbs in 
that they have particular subcategorial and thematic properties, which might tentatively 
be defined as in (20). 

· ' (20) Auxiliaries are verbs subcategorized for a VP complement, which, 
however do not assign any 0 -role. 

The definition highlights two properties: a structural property, namely, that 
auxiliaries select a VP complement (their subcategorial feature is (+-- VP]), and a 
thematic property; auxiliaries have defective lexical structure, characterized by the 

absence of 0-structure. They cannot relate to arguments, except through another VP, 
which is their complement and on which they operate. Both properties indicate that 
auxiliaries have abstract meaning. 

Individual auxi I iaries select particular typcs of VP cornplcrncnts, have sclecls a 
Past Participle VP, be selects a Present Participle VP. The sirnilarity between Inflection 
(affixes and modal vcrbs) and {aspectual) auxiliaries is obvious. Both subcategorizc a 
VP complement and both are unable to assign 0 -roles. Through their properties, 
auxiliary verbs are functional categories. 

https://biblioteca-digitala.ro / https://unibuc.ro



196 

Consider the sentences in (21), which have the D-Structures (22a,b) and the 
S-Structures (23): 

/(~\ a. He is sleeping on the sofa. 
{ 

1 
b. He has been sleeping on the sofa. 

l (22) . a. 

\ - - _w __ 
NP I' 

He 
b. 

IP 

1°-- -VP 
v0

---- -VP 

I v·--· -PP vo ~ 
sleepING on the sofa s be 

NP--- - I' 
1°---vP 

yo----vp 

I 
yo---- ----- VP 

I '{'--L 
have beEN sleeping on the sofa He 

(~0 a. 
IP 

s 

NP ----- -------- I' 
JO -- ------ VP 

yo--- --10 yo- - --- VP 

I [ I yo ------ ---e.t 
He be + s sleeping on the sofa 

b. 
IP 

NP---- ~------- I' 

1°-------- VP 
vo -- ...__ 10 yo ___- .___ VP 

v0 -- --vr 

I v·-- -~PP 

yo ~-
' He have + s t beEN sleepING on the sofa 

The following remarks are in order bere: a) Inflection -s is an affix which 
cannot remain stranded, this is why the nearest auxiliary raises to :nflection. b) 
The raiscd auxiliary adjoins to 1°, creating an adjunction structure dominated by 1° 
[ 1.,V

0 + I0 ]. The auxiliary verb leaves a trace behind, when it raises. The trace should be 
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properly govemed to satisfy the Empty Category Principie ( =ECP, see index). c) 
Raising of the auxiliary v0 to 1° involves the movement and adjwiction of one head to 
another. It is generally the case that x0 constituents, as different from XPs (i.e., heads 
as different form phrases) move to an immediately higher head position, that is, a head 
moves to a head position which govems the first, so that the trace left behind is 
properly govemed. 

Unlike auxiliaries, English lexical verbs are not allowed to move to lnflection; 
therefore, if no modal is generated wider 1°, the inflectional affix -s/-ed is lowered and 
adjoined to the lexic?l verb, in an adjunction structure dorninated by Vo. The rule that 
lowers~n ction is Affix Movement, illustrated in (24b, c). 

(24) a. He opened the window. 

b. IP 
~ ---- I' 

10---yp 

I
. V' 

';o-- -1-fP 
He ed open the window 

C. IP 
NP ----- ---- - I' 

JO -- ~---- VP 

He 

V' 
v0 ---NP 

yo-- ~10 I 

open + the window 

There is a potential problem created by Affix Movement, because it is a 
lowering rule. The trace left behind is not c-commanded; on the contrary, it 
c-commands the antecedent. The chain (t, ed) is thus improper, and the trace is not 
properly govei;ned. 

As already mentioned, the ECi.> must be met at the levei of LF and may be met 
earlier. Since sentence (24a), whose S-structure is (24c), is well-formed, something 
must be happening bctween S-Structure and LF, so that the LF of (24c) observes the 
ECP. In principie, two kinds ofthings can happen: a) It may be that the offensive trace 
is deleted, because it is not required for semantic interpretation, and its presence does 
not follow from some other general principie of the grammar that bas to be observed at 
LF, such as, say, the Projection Principie. b) Altematively, it may be that at LF, the 
injlected verb [V0 + I0 Jv. goes back to the Inflection position, where it is needed 
precisely for reasons of semantic interpretation, having to ·do with interpretative scope. 
The inflected verb is an operator on the VP and should c-command the VP. The trace 
left behind by the LF movement of the inflected verb will then be properly govemed. It 
·will be seen that the second is the appropriate solution for the problem at hand. 

https://biblioteca-digitala.ro / https://unibuc.ro



198 

fu 3.2. - 3.3., we have thus sketched the current analysis of finite Inflection in English. 
3.4. The significance of the analysis we presented, and the fact that it 

represents a considerable improvement over the earlier analyses, can only be 
understood in the context of comparative syntax and UG. A first illustration involves a 
comparison of English and French. As known, both are SVO languages, for the purpose 
of our discussion we need to mention that in both languages there is a class of adverbs 
that may or must occur VP initially; ie., they are adjoined to the VP in D-Structure; 
such adverbs are in English often, almost. seldom, etc., and in French: souvent, presque. 
rarement (see examples (25-26) and PM (26)). Secondly, in both languages, the VP 

"1nitial position is shared by some quantifiers, which refer to the subject, but may appear 
at a distance from il; these are the so-called floating quantifiers, e.g., F. tous, E. al!. 
both (examples (27), PM (26)). 

Proceeding to examine the behaviour of auxiliary and lexical verbs in English 
and French, thc first obvious statement has to do with the similarity the two languages 
exhibit in the syntax ofthe auxiliary verbs: E. havelbe, F. avoirletre: 

(25) a. F. J'ai presque oublie son nom. 
b. E. I have almost forgotten his name. 
C. F. "'rai oublie son nom presque. 
d. E. *1 have forgotten his name almost. 

(26) F. Ils sont rarement sortis seuls. 
E. They have seldom gone out alone. 

(27) F. Ils ont tous compris la veritc. 
E. They have all understood thc truth. 

(28) 
c· c•--· ------- IP 

(+ wh] NP------ I' 
10-----yp 

JAdvPţ' '"---vp_ 
lQP J v----- --yp 

ivoir V' 
have V0 

-- -- NP 

The contrasts (25 a-c) and (25 b-d) show that these adverbs should be VP 
initial (not VP final) in both languages. Assuming that avoirlhave subcatcgorize for VP, 
the auxiliaries are generated abovc the (circled) VP, which explains the word order in 
(25-28). In both languages, auxiliaries raise to r0 . 

While the auxiliaries behave in likcwise fashion, the syntax of lexical verbs 
sharply comrasts in thc two languagcs. 

(29) F. 
E. 

Jean embrasse souvent Marie. 
* John kisses often Mary. 
John oftcn kisses Mary. 

\---1 
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(31) 

F. 
E. 
F. 
E. 

c· 

199 

Mes amis aiment tous Marie. 
•My friends Iove all Mary. 
•Mes amis tous aiment Marie. 
My friends all love Mary. 

c0 --- ----- IP 
[+ wh] NP - ----- I' 

Jesamis J0 -- ----- VP 
my friends ent {Adv}--- - VP 

s QP ------\ 
}QQ,S v0 NP 

( all ) ~ime- Marie 
-·· Iove Mary 

Consider (29) and (30). In all the French examples, the main verb moves up to 
Inflection past the adverb or quantifier (see (31 )). v·Movement is a general process in 
French, affecting al/ verbs, auxiliary or lexical. In contrast, in English, lexical verbs d,, 
not leave their D-Structure position; Inflection is lowered by Affix Movement. 

It should be remarked that what once appeared to be a very limited quirky rute 
of English. namely the mie of Hm·e Be Raising affecting just two vcrbs in English. 
proved to be a very general process, affecting al/ the verbs in French. V Movement in 
French is a case of Move a applied to heads, i.e., it is a case of Move a 0 which, obeys 
the Head-to-Head Movement Constraint (cf. Travis (1984)) discussed above; a head 
moves into the position of the first head above it, so that the trace left behind by 
movement should be properly govemed. Head Movement is a local movement from one 
head position to the next, and possibly further up. 

Thus, the inflected verbs in 1° may further move into a position of a head that 
govems r0 , and trus·-is ttre complementizer position c•. As known, the IP is the 
complement of c0 , see PM (28,31). This movement.is usually called the '1nfl-to-Comp 
rute, while the movement of a verb from VP to Inflection is known as V-to-Infl. The 
Infl-to-Comp movement is obligatory in certain types of sentences, e.g., in questions, 
where the c0 node is specified as. [ + wh_], and this feature "forces" movements for 
semantic reasons. 

English and French contrast again, very systematically, regarding the domain 

of Infl-to-Comp. · I~--~nglish, only auxiliaries th~t re~ch I~ (th~_!!}()_dals, hayţA bţ, do) ~ap 
further raise to c0 . 1n French, all the verhs may move to c0 , and must do so in certain 
types of sentences;··nere are a few relevant examples showing the similarity of _the 
auxiliaries (32) and the dissimilarity ofthe lexical verbs (33). 

(32) F. 
E. 

Ils ont reussi. 
They have succeeded. 
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F .. 
E. 

F. 
E. 
F. 
E. 
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Ont-ils reussi? 
Have they succeeded7 

a.lls aiment tous Marie. 
b.They all love Mary. 
c.Aiment-ils tous Marie? 
d. •Love they all Mary? 
e.Do they all love Mary? 

The chain whicb is formed as the lexical verb in Frencb moves from its V0 , 

underlying position, to 1° and bence, to Co is well-formed, since each higber position 
governs the preceding Iower one. Examine now the English example (33a, 34b) 

fv ~. 
c;o --- ----- IP 

[+ wh] NP --- - I' 
[Aime+ent]l° ils 1°-- ----- VP 

l QP"--- -VP 
t~us v· 

vo- -NP 
~ Marie 

b. 
C' ~o-- -·-----IP ____ _ 

t+wh] ~ . 1:..___ 
they 1° VP 

-1• QP--- --VP V_. 

do + ~ all V' 
yo---- ~p 

Iove Mary 

Movement of the finite inflection, and, therefore, of a finite verb to c0 is 
obligatory, because it is triggered by the [+ wh -] feature of the complementizer. The 
lexical verb Iove cannot move to 1°, and it certainly cou.ld not move to Co in one step 
(cf. (33d)), because the c0 position does not govem V, and the HMC wou.ld be 
violated. The only way to rescue D-Structure (31) is to resort to a language specific rule 
of D0-Insertion, which adjoins the auxiliary DO to Inflection, so that the inflected 
auxiliary can then raise to Co (see (33e=34b)). 

An interesting comparative qucstion is to what cxtent thcre is a principlcd 
explanation for the contrast between English and French. Pollock (1988) conjectures 
that the relevant parameter is the relative 'strength' of the Inflection, in fact, of its 
Agreement features, where 'strength' of the lnflection is related to the morphological 
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richness of Inflection. The explanation bas to do witb tbe verb's ability to 8-mark its 
arguments from a certain syntactic position. Strong Inflection is capable to identify a 
verb, in the sense tbat a (strongly) inflected verb bas alt tbe properties normally 
associated witb lexical verbs (cf. Roberts, 1991). (Th.is is an instance of morpbologic 
identification.) Io particular, the inflected verb can 8-mark its arguments from tbe 
Inflection position wbere it bas raised. Io contrast, weak Inflection cannot identify a 
verb. Tbe verb is altemativelty identified througb its being govemed by an aux:iliary 
(a syntactic element) in syntactic position.(This is a case of syntactic identification.) 
Tbe lexical verb stays in place within the VP and it is in this position tbat it can assign 
its 8-role. 

Io French, f.here is " strong" Inflection; tbe inflectional affix is subcategorized 
for a verb and forces the raising of tbe verb to Inflection. As explained, tbe inflected 

verb can 8-mark its arguments from the higber Inflection position. Io contrast, in 
English, I° is weak and the movement of the verb to Inflection is blocked, since, as 

explained, 8-marking is only allowed when the verb is in its VP position. This is wby 
lexical verbs raise to 1° in French, but do not do so in English. If this hypothesis is 
correct, it is at once understandable why the aux:iliarie belhave , which do not have 
to assign any 8-roles, are not subject to this constraint and may raise to 1°. This 
variation in the properties of Inflection across languages has come to be known as tbe 
A.greement parameter. 

3.5. Ifthe contrast between English and Frcncb discussed above has to do with 
the richness of Inflection parameter, then, we expect Romanian, a language with a rich 
verb morphology, to pattem like French, not like English, and this is indeed the case. 
The aux:iliary systcm of Romanian is more irregular, in the sense that auxiliaries exhibit 
different morpho-syntactic properties from thcir English and French counterpart 
(see Dobrovie Sorin (1993), Avram (1994), Isac (1994) for exccllent relevant 
discussions), but the synthetic tense forms behave as expected. On the assumption that 
certain adverbs and floating quantifiers are generated in VP initial position, the 
word order observed in sentences (35) indicates that there is V Movement to I and 
c0 in Romanian. 

(35) a. Ion ~tie bine răspunsul la întrebări. 
b. Cei despre care vorbim cunosc toţi acest principiu. 
C. 

I' 
10-- ----vp 

'l" ---+ ------- I0 QP ----
cunosc toţi 

VP 
I 

V' 
yo-- -NP 

acest principiu 
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3.6. Concluding on Inflection. Our discussion of Inflection, basically aimed at 
explaining, by means of an example, the concept of functional category, since we 
asserted that the parts of speech system of any language include functional, in addition, 
to lexical categories. Let us review these features of Inflection that make of it a 
prototypical functional category: 

a) The members of the category Inflection form a closed set (the feature 
+Tense, ±Agr with the formatives that realize them, and also the modals (in English)). 

b) Members of Inflection do not occur alone. Inflection needs an obligatory 
unique complement (the VP) which is not an argument, since it is not 0-marked. 

c) Semantically, Inflection lacks descriptive content, it merely ·11passes on" the 
descriptive content of its complement. The semantic contribution of a functional 
category is that of an operator, actualizing the reference of the VP, by "placing" it in 
time, in some world. 

and there is agreement between them (i.e., subject-predicate phrase 
agreement). d) lnflection behaves regularly with respect to X' principles; it reguarly 
projects two levels of structure; one property that differentiates functional from lexical 
categories is that functional categories do not pennit recursion on X'; there is one 
complement and one specifier, licensed by agreement. Thus, the specifier of lP.flection 
îs 1he Subjcct în English 

4. Lexical categories. Verbs. 

In this section, we once more examine problems în the theory of parts of 
speech, emphasizing the relation between the categorial description and the thematic 
properties of the major parts of speech. We then examine the central functional 
categories: Inflection, Complementizer, Deterrniner. The opposition between lexical 
and grammatical parts of speech has often correctly been described as an opposition 
between open and closed classes of items. The open classes included the noun, the verb, 
the adjective and the adverb. They were defined as: a) classes which contained 
indefinitely many items (running into tens of th9usounds); b) classes where conscious 
coining, borrowing, etc. are allowed, i:e., classes where new items can be added. 

Of late, stress has been laid on the thematic and argumentai propcrtics of open 
categories. As already mentioned, open categories are categorially describable in terrns 
ofthe features ± N, ± V. Reuland (1986) proposes to interpret these features as follows: 

I +N ] -an item 's capacity to carry person, gender, number and case features 
(the so-called <p features) and tobe licensed as an argument. ' 

l +V] -an item's capacity to licensc an argument and assign if a a~role. 
Moreover, in Reuland's description, each feature a is three-valµed + /O/ -

This allows for a more delicate description than presented above. The tb&ţ values have 
the following significance: 
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Tbe value [ -a ) of a feature signals impossibility for an item to occur in a 
certain combination; e.g., finite verbs are never licensed as arguments. 

The value [ +a ] signals that all the items of a class are open to a certain 
property, to a certain mode of construction, without lexical idiosyncratic variation. 

Tbe value [ Oa ) shows that if all syntactic requirements for licensing along the 
feature a are satisfied, some (or all) members of category C will have property a .For 
instance, nouns do not always have to assign 8-roles. 1n a sentence like This/the 
assignment is to be avoided, assignment does not 8-mark any NP, in spite of its being 
derived from the transitive verb assign. 1n contrast, when it has a complement, as it 
does in: The constant assignment of unsolvable problems is to be avoided, the 
nnroinalization assignment marks its complement unsolvable problems as Tbeme. 
Tberefore, nouns may be described as [ OV ] rather than [ -V ], to show that some of 
them may function like verbs in appropriate syntactico-semantic contexts. 

4.1. ~ present the most clear-cut categorial case: they are never 
argumentai, they are [ +V, -N ). Verbs express relations and their relational nature is 
overt, since they extemalize at least one argwnent. In this respect, verbs differ from 
adjectives and nouns. Tbus, from a strict referential semantic perspective, we rnay say 
that [liveJv, [round]A and [horse]H are alike, since they all denote sets: the set of 
individuals that live, the set of objects which are round, the set of individuals which are 
horses; using the A-operator to indicate class formation, we may rcprcsent these 
meanings as A.X ~leep(x), A.X ~round (x)) and Â.x(horse (x)); yet, syntactically, we say 
He lives, but not It rounds or It horses. Thus, since it expresses a predicâtive content, 
the noun horse has an (internai or structural) variable in its LCS, but it does not have to 
make ofit a syntactic argument. 

4.2.We are now in a position to say more things about the thernatic structure of 

verbs. In the preceding chapter, we described the verb's 8-structure as a hierarchical 

representation of the arguments of the verb. When a sentence is projected, each 8-role is 

discharged by 8-marking, i.e., by coindexing it with an argument position ofthe verb. 

When all the open positions in the 8-grid have been discharged by 

coindexation with argument positions, the verb's 8-grid has been saturated. 8-marking 
observes the following configurational requirement. · 

(36) 8-rnarking should take place under govemment by the 8-rnarking head, 
therefore, within some projection ofthe head. 

Consider the representation of an ordinary transitive sentence, John met Bill. 

The DO ~bject is directly 8-marked (and 8-govemed) by v0 , so condition (36) is 
satisfied. The subject, in fact, the [ NP, IP ] position is nat inside a V projection, and 

there is one projection, the I', between the 8-assigner and its subject argument. The 
position of the subject is SpecIP. In the presentation of the role of Inflection in the 
sentence, it was seen that the [ NP, IP ] position is chiefly a case position; the 
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Nominative case is assigned to the subject in English, in the [ NP, IP] position, through 
a mechanism of Specifier-Head agreemenl 

(37) 
NP 

I 

John 

IP 
I' 

VP 
-v· 

vc--liP 
.heet Bill 

But then, one may just as well assume that the subject is generated in a VP 
intemal position, adjoined to VP (or to V'), and that it moves to the [ NP, IP] position, 
in order to get case. The I)-Structure of John met Bill might be as indicated in (38a). 
The [ NP, VP] or Specifier ofVP position is a 8-position, i.e., an argument position.-

(38) a. IP 
~1· 
[ ] 1° -- - VP(=ymax) 

~d NP-- --VP 
• I 

Johll; v· 
v0 ----NP 

I I 

meet Bill 
b. IP 

NP -- ----- I' 
J~hll; 1° ____---:- VP 

~d NP ---- ----VP 
ţ v· 

yo---- -~ 
meet Bill 

The hypothesis that subjects are projected inside VPs (in D-Structure) is 
known as the "intemal subject hypothesis" . 

The desirable theoretical resuit is that now both the subject and the object 

are unifonnly generated, and 8-marked inside projections of the verb under 
govemmenl We are thus provided with some "syntactic basis for the traditional 
semantic notion of the predicate-argument relation" (cf. Speas(l91Jl)). Condition (36) 

on 8-marking is now satisfied. 
The internai subject hypothesis bas many desirable descriptive consequences. 

For instance, it allows one to differentiate between languages like English, where the 
specifier V' (or [NP, VP)) position is a 8-position, but not a Case position, so that thc 
subject bas to move to the preverbal [ NP, IP ] position to get case (as in (38b), and 
languages like Romanian, where the Nominative can be assigned in post verbal position 
and the subject may retain its VP internai position; (see (39)), which is the S-Structure 
of A cumpdrat Maria prdjiturile). 
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IP -- -----10 VF 
cumpără NP -- - VP 

Maria .__ V' 
v0 ---NP 

t p
1

răjiturile 

1n languages li.ke Romanian, the [ NP, vmax ] position is not only a 8-position, 

but also a case position. 

4.3. The a-structure of a verb will thus be responsible for projecting all of the 

predicate's arguments. 

But the verb also takes adverbial modifiers which may be in the VP, even if 

they are not in the first projection; adverbial modifiers, too, should be licensed by some 

relation with the verbal head. At the same time, the verb must relate with lnflection 

whose complement it is. Verbs (and VPs) do not bear 8 -roles, and the relation that 

licenses the [ 1° VP ] , structure is not 8-marking. 
A currently adopted solution to these problems has been to enrich the verbs' 

8-structure and claim that it consists of both an event structure and an argument 
structure; this amounts to saying that the verb's 0-grid includes an event variable [ =e ], 

in addition to the argwnent variables. The 0 -structure of a verb like hit will 
be represented as ((Agent (Theme)) e) or ((x (y)) e) or <1, 2, e>, choice of notation 
being irrelevant. 

The systematic, theory-loaded use of an event variable e in generative 
semantic analysis is due to James Higginbotham, in a series of important papers ( 1983, 
1985, 1989). 1n his turn, Higginbotham was influenced by the theory of events 
developed by the important American philosopher Donald Davidson (1966, 1980). 
Davidson's wqrk was also a major influence on semantic analysts in the logico­
philosophic tradition (e.g., Dowty, 1991), with the resuit that event analysis, with its 
many ramifications into ontology, reference, aspect, etc., has become a major theme in 
contemporary semantics (see Parsons (1992)). 1n fact, the centrality of event analysis in 
linguistics must already have become apparent in the discussion of aspect. The 
aspectual classification of verbs was a classification of cvent typcs. Amang other 
things, it was shown that complex events, i.e., accomplishments may have other events 
as their components. An accomplishment is a causal structure of type [ e, causes e1 ), 

where the first event e, is a causing activity, and the second event e1 is the resulting 
change of state. We have equally seen that the event structure of predicates also 
determines certain prominence relations among the participants in the event, setting 
aside a Cause role, as the most prominent in the aspectual tier (see also chapter 6). 

Davidson 's seminal paper ( 1966) represented an attempt to construct a 
refcrential semantic analysis of 'action sentences'. In his view, action sentences are 
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statements about events. Davidson originally proposed that verbs have an event 
variable among their arguments, in order to give a straightfmward account of the 
semantic contribution of instrumental and other modifying adjuncts, which he interprets 
as modifications of an event: 

( 40) Jones buttered the toast in the bedroom with a knife at midnight. 

In this sentence, which is Davidson's example, the three propositional phrases 
modify not the verb butter, but the event of "toast-buttering by Jones". Higginbotham 
( 1985) proposes that the event variable is part of the thematic structur~ of verbs; 
moreover, in Higginbotham's view all lexical parts of speech Vs, As, Ps, Ns have (or 
may have) 0-grids, and all include both argument variables and an event variable in 
their thematic structure. His examples are those in (41): 

(41) V: hit[ +V, N] <l, 2, e> 
A: happy [ +V, +N <l, e> 
p in[-V,-N] <l, 2, e> 
N: book [ -V, +N] <I> 

destruction [ -V, +N ] <I, 2, e> 

This generalization of 0-grids to all lexical categories contributes to 
Higginbotham 's cverall rcsearch projcct, in that it allows him to suggcst a ~ystcr:rntic 
approach to the problem of deducing the principles of interpretation for complex 
syntactic structures from the categorial interpretation of words. Each head x0 has a 0-
grid that percolates to the higher projections X', XP. Complex expressions 
(combinations of phrases) receive their interpretation through the application of a 
restricted set of operations which resuit in the discharge of the positions in the 0-grid. 
Dischargc is as we know the "elimination of open thematic positions in lexical items 
and in complex phrases" (Higginbotham, 1985: 14). We have already studied one such 
operation, namely 0-marking, corresponding to the predicate-argument re/ation. We 
are in a position to briefly describe other modes of discharge, which correspond to 
other semantic relations (modification, spccification) and, thus, to other modes of 
syntactic (phrase structure) realization. 

4.4. Thc argumcnts for thc cxistcnce of this cvcnt position in thc 0 -grid are 
primarily semantic; at this point, we arc first of all interested in the fact that ccrtain 
sentence constituents, such as adverbial mod(fiers and predicative adjuncts, connect to 
the rest of the sentence, by implicit reference to the event designated by thc rest of the 
sentcncc (the verb and the arguments). 

Let us examine adverbial modifiers like slow/y, certainly, sure/y and let us 
accept that they have an rvent position in thcir 0-grids. Sure/y, quickly, etc. are entered 
in the lexicon as cerlainl_v <c>, quickly <c>. Thc idea wc want to capturc is that 
adverbials characterize the whole event (what is denoted by the verb plus its 
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argumcnts) and that this is dooe by identifying the evcnt positioo in the adverb's 8-grid 

with the evcnt variable in the verb's 8-grid. Consider the following examples: 

(42) a. John left the room. 
b. John certainly left the room. 
c. John certainly left the room cartier. 

d. certainly <e> leave <1, 2, e> or ((Agent (Source)) e) 

Lcaving the adverb out of coosideration, sentcnce (42g) asserts tbat an evcnt 

characterized as a leaving, occurred with John and the room as participants 

(respectively cast in the roles of Agent aod Source). 1n (42b) the adverb adds a property 

ofthe eveot, characterizing the event of John's leaving the room as certain. Generally, 

in a modification structure ofthe type [V' + AvP]v· also illustJ:ated in (43), the event 

variable in the adverb 's grid is identified with the event variable of the head-verb and 

a/so of the head-verb projection. 

(43) V'< ... e> ---V'< ... e> AvP<e> 
yoz::;; . ,.{y0 ~ 

Wc say that the event variable in the adverb's grid is discharged through 

0 -identification; 8-identification obeys the sisterhood condition; the AvP, whose open 

event position is discharged through ideotification, is govemed by the verb projection. 

Notice that the resulting structure in (43) still bas an open e position because modifiers 

can be added at will. In (44) we have illustrated both 8-marking and 8-identification in 
a representation of sentence ( 42c ). 

(44) 
IP 

NP --- ..___ I' 
Io -- --VP 1"' 2"' ,..-::- < • 'e> 
~d NP<l "'> --- ' 

Jcihn - v·"::-, -------------- ArP<e> 

~vP<e> V' 1,2"',e ' AvO<e> 

Av<e> v0 
-- NP<2 "'> I 

certain1y <1,2,e> I 
leave the room earlier 

0-identification, the merging of two predicates which refer to the same entity, 
emerges as the characteristic mea11S of licensing a modifier. Merger of two predicates 
by 0-identification oftheir variables is, however, only the mast straightforward case. As 

shown by Hegarty (1992: 217),.there are a variety of adverbial modifiers, and for many 
of them, straight 8-identification is not sufficient as a theory of their construal. This is 
truc for modifiers such as al/egedly, for rationale clauses, as in John \i1ent to the library 
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in order to prepare for the exam ,and for argurnent-oriented adverbs, such as 
intentionally and reluctantly. These all have peculiarities in their interpretation, which 
are not captured by 8-identification of event positions alone. Nevertheless, all of thern 
qualifiy the event or the participants in the event, in sorne way. In particular, any 
adverbial modification will involve some relation or other to the event position of the 
clause (i.e., to the event designated by the verb in the clause), subject to the same 
locality restriction as 8-identjfication (namely, sisterhood of the adverbial with a node 
to which a 8-grid bearing the event position has been projected).(see(43)).Sirnilar 
problems of semantic interpretation ari se in the study of nominal modifiers. 

A second example of a constituent licenscd by 8-identification is the adjunct 
predicate, a secondary predicate in sentences like (45) (see Rappaport (1991)). 

(45) a. 
b. 
C. 

John left the room [ angry]AP 
He ate the meat [ rru&'. ]AP. 
He sold the tuxedos [used ]. 

These sentences contain underlined APs that qualify as adjunct-predicates 
(predicative adjuncts) or secondary predicates.(ln alternative analyses, the adjunct is 
viewed as a clause; this distinction does not affect our discussion at this point.) The 
predicate adjunct construction has the following properties: a) The adjunct predicate 
refers to an argument of the main verb, the subject in (45a), the DO in (45b, c); this 
host argument is also understood as thc subjcct of thc predicate adjunct, so that a 
secondary predication relation holds, in addition to the predication expresscd by the 
main verb. b) Secondly, the host argument is 8-marked by the main verb in the 
canonica! 8-marking configuration, and alsa by the secondary predicate. c)Thirdly, the 
adjunct predicate is not se/ected or subcategorized by the main verb, rather it scparatcly 
describes the one entity that undcrgoes the verb's action at the time of that action. 'He 
ate the meat, while the meat was raw' (thcse constructions should not be mixed up with 
the deceptively similar causative-resultative ones; of type : He painted the wa/1 white). 

Taking these features into account, we may attributc to ( 45b) an underlying 
structure like (46): 

(46) 
JP 

NP.-- .. __ I' 

1°---· ----- VP<-1• 2• e> 
ed NP<l *> ____ ---:_ Y'<l 2• e> 

---; ' , 
he V'<l,2 ,e> 

y·· .-------- J\P<2*> 

<1,2,c> r 
I 

cal the meat 

* ~P<l ,e> 
A' 
I 
raw 

··- - -- ------ --' L----
___ ___. 

dircct 0-marking 0-marking 
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Since the secondary predicate is not subcategorized or selected by the main 

verb, it can only relate to the verb through 8-identification of the adjective's event 
variable with the verb's event variable, with the resuit that both predicates describe 
aspects of the same event. The secondary predicate actually refers to a participant in 

the event, what we called the host argument. 8-identification licenses the AP in the 
appropriate phrase structure configuration; the AP is a sister to the V' projection that 
licenses it (and governs it). At the same time, the host argument (the DO) qualifies as 
the subject of the secondary predicate AP, since the two nodes are in an appropriate 
command configuration. As shown by Rothstein (1983), Williams (1980), subjects 
sµould m-command and be m-commanded by the predicates. 

Our results so far, lead to the following conclusions: a) 8-identification is the 
semantic correlate (in fact, one of the semantic correlates) of the relation of 
modification. In its turn, modification presupposes a certain syntactic configuration 
between two phrases, the modifier XP and the modifee, X'; the syntactic configuration, 
namely, government of the modifier by the modifee, was described in the projection 
clause for the modifier relation (see chapter 5. above). b) The event variable in the 
8-grid of lexical categories is involved in licensing non-argument verb dependent 
categories ( adverbials, secondary-predicates ). 

4.1.4. lt will shortly be seen that the event variable is alsa involved in relating 
the Inflection with the verb. Perhaps a final remark is needed at this point: the event 
variablc differs from the argument variables, in a fundamental way. This variable is not 
projected as an independent syntactic position and also it is not saturated by 
combination with modifiers. One might object that this position is superfluous, 
belonging more appropriately in the LCS of the verb. An excellent answer to this 
objection is provided by Speas (1991: 63) which we are quoting in full: "Such an 

objection would misconstrue the status of the 8-grid; supposing it to be no more than a 

modificd subcategorization frame. In the modular Iicensing theory, [. . ... ], the 8-grid 
is the object which detcrmines how the complete lexical entry will be related to the 
syntactic structure. If we think of the LCS as a semantic elucidation (of the word's 
mcaning), and ofthe thcmatic grid as the structural part ofthe verb's meaning, it seems 
cicar that if a lexical itcm names a certain event, which has, say, two participams, tbcm 
the structw·e which will corrcspond to this lexical item will include the real:izatic:m of 
two arguments and a realization of the event itself. The verb itself does not suffrce to 
realize the event syntactical/y, but by inc/uding an event position in the 6 -grid.>w 
achieve the resuit that the observed modifications and binding of the event can b4i 
fon11alized." (emphasis mine A.C.). 

5.Nouns. 

As expected, the unity of the noun class obtains at the formal levei and it is 
confcrred by the morpho-syntactic feature of case-gender and number, which (in that 
order) are common to all nouns without exception. A second exceptionless property is 
that all NPs may function as arguments and as bcarcrs of 8-roles. lt has also becn 
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argued that there is one syntactic function that only NPs, as opposed to complement 
clauses, can bave, namely, the subject function (cf Koster(l978), Emonds(l985)).The 
properties listed so far derive from, or manifest, the categorial property [ +N ], giving 
the essence ofnominality. 

From the point ofview oftheir thematic and predicative properties, nouns (and 
we are strictly speaking of nouns, not NPs now) are more heterogeneous. 

Let us first examine prototypical common countable nouns: boy, table, etc. 
Common nouns refer to sets;a noun like 'boy' ma,j be said to bave as referent the set of 
boys, while 'table' bas as referent the set oftables. In fact, it may be more accurate to 
say that the noun denotes some property 'being a boy' or 'being a table', which picks 
out the set of entities satisfying that property in some world; therefor, boy refers to the 
'set of individuals who are boys'; table refers to the set of entities which are tables; 

using the operator i..(lambda) to indicate set formation, one can say that 'boy' denotes 

Âx [boy(x)] and 'table' denotes Âx [table(x)]. The noun implicitly contains a formal 

variable, which is not 8-marked. This open variable in boy(x), tab/e(x) must be bound 
by a quantifier. lt is the function of determiners and quanti.fiers to bind this internai 
variable. Binding tums the unsaturated nominal expression into a saturated expression 
which can be used as an argument. Compare • I saw boy, I saw severa/ boys, severa/ is 
an operator on the set of boys in this example, showing how many items of the set arc 
referred to: [severa/ x (boy(x))]. (In Higginbotham's notation, the fact that severa/ boys 
is a saturated expression that had one open position x, is indicated by a starred x, a 
notation that we have already used: severa/ boys<x •> or severa/ boys<I .>). 

A different question is to what extent nouns can act as 8-markers; to what 
extent it is desirable to argue that they have argument structures and that they license 

and 8-mark argwnents like verbs. This difficult question has been and is a matter of 
intense research ( a few significant contributions might be Chomsky ( 1971 ), Giorgi and 
Longobardi (1991), Zubizaretta (1986), Szabolcsi (1991), Valois(l991) a.o .. 

An interesting balanced and rather sophisticated answer to this question is the 
one put forth by Grimshaw ( 1990), which we will try to sketch here. The difficulty of 
the problem is that, on the one hand, there is a compelling similarity between verbs and 
those nouns which are lexical or morphological cognates of verbs. Related nouns and 
verbs share the same prepositions, the same subcategorial and selectional properties. 
And this is a regularity which should be accounted for: 

( 4 7) John depended on bis aunt. 
John's dependence on his aunt 
He attempted to murder her. 
His attempt to murder her 
They destroyed the city. 
Their destruction of the city 
The city was destroyed by the barbarians. 
The city's destruction by the barbarians 
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On the other hand, while verbs require the presence of their arguments (the 
objects and the subject), nouns do not do so. Nominalizations of transitive or 
prepositional verbs may go not only without a "subject", but also without their "object", 
and this tendency to "argumentlessness" of the nouns is also a fact that requires an 
explanation (cf. Ross (1977)). 

(48) a.They anounced the destruction ofthe city. 
•Toey anounced that destroyed the city. 
b.lt was painful to watch this destruction . 
.. lt was painful to watch (how) destroyed. 
c He had come to hate his dependence. 
* He hated the fact that he depended. 

Grimshaw's solution is to distinguish between two kinds ofverb-related nouns: 
first, there are nouns that designate complex events or processes (the destroying of the 
city, the examination of the student by the teacher); secondly, there are deverbal nouns 
that designate results (or other effects or concomitants) of processes (the exam, the 
expression (on her face) (They are here to assess the destruction). Of course, mo~' 
deverbal nouns have both uses, and this ambiguity, which had been detected and 
documented for quite some time, makes the data more difficult to interpret. 

In the framework she is using (the one we have developed here), Grimshaw is 
able to relate the difference between complex event nouns and resuit nouns to different 
lexical representations in the lexicon for these types of nouns. The proposal is that only 
nouns that designate complex events have aspectual event structure, and only thesc 
nouns have argument structure; consequently, only these nouns require arguments and 
0-mark them (The fe//ing of the oak tree was necessary vs * The felling was necessary; 

* the destruction of the city by the enemy vs the destruction by the enemy). Result nouns 
have LCSs but lack a-structures; they license accompanying PPs, on the basis of their 
LCS and on the basis of the context. 

5. I. Let us illustrate the drfference between nouns ( or readings of nouns) that 
designate complex event and nouns (or readings of nouns) that denote results (the 
output of a process or an element ( often metonymically) associated with the 
event/process). The hypothesis we are testing is that the former, but not the latter, have 
an a-structure, which is similar to the a-structure of the related verb. Like the a­
structure of a verb, the a-structure of a complex event noun has to be satisfied, and the 
presence of the complement is r.equired (subject to lexical variation, just as in case of 
verbs). The easiest cases are those of gerundive nominalizations (or -ing verbal nouns) 
which always designate processes; as in the casc of the corrcsponding verb, the object 
argument is obligatory. 

( 49) a. The felling of the trees 
b. *Thc fclling 
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For the vast majority of nominals that are ambiguous between a complex event 
reading and a resuit reading, one way of forcing the complex event readi~g is by using 
aspectual modifiers like constantlfrequent; in this case, tht: result reading is excluded; 
the presence ofthe object argument is obligatory. 

. (50) a. The assignment îs to be avoided . 
b. •The constant assignment is to be avoided. 
c. The consţant.assignment of unSolvable problems is to be avoided. 
d. •we constantly assign. 
e.We (constantly) assign unsolvable problems. 

In (50a), there is a result nominal, which, of course, does not require (or 
indeed allow) an ~ment. The additi'ltn of constant, as in (50b), rules out the resuit 
reading, since constant cannot be construe( as a modifier of assignment on its result 
reading, and force• th~pomplex event reading of the noun. Hence, its a-structure must 
be satisfied, as in (50c°î:' just as the 'ii.-structure of assign must be satisfied in (50d). A 
s,milar explanation may bc given for the examples in (51): 

(51) a.The expression is desirable. 
b. •The frequent expression is desirable. 
c.The frequcnt expressions of one's feelings\s desirable . 
• d. Wc express. 

e. •we (frequently~, express. 

It is aloso signifi~ant that result nominals may often pluralize and they may 
even require concrete meanings. Constantlfrequent have other uses, found with plural 
resuit nominals, which are not associated with an event: 

(51) f.These/such constant assignments were avoided by the students. 

Another way of teasing out the complex event reading is to use a Genitive with 
subject (Agent) role. The presence of the subject serves to disambiguate lhe nominal in 
the direction of the event reading, so that the presence of the obj..:;ct is also required. 
Consider the following group of examples. 

(52) a.The examination took a long time. 
b/) The instructor's examination took a long time. 
c.•The instructor's intentional/deliberate examination°took a long time. 
d.The instructior's examination ofthe papers took a long time. 
e.The instructor's deliberate/intentional examination ofthe papers 
took a long time. 
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The resuit nominal examination in (52a) is perfectly well-formed with no of 
phrase. In (52b), there are two readings. The possessive may simply be understood as a 
'possessor', a very general (adjunct) role whose precise interpretation depends on the 
wider context. The 'possessor' may be the one who is examined (The instructor's 
examination by the board took a long time) and, as pointed out by Grimshaw (1990: 
51 ), "the interpretation of the possessive modifier does not exclude a reading in which 
the "possessor" was the instigator." However, even this would be an 'inferred' agentive 
reading. As evidence that this is so, note that if an Agent-oriented adjective like 
intentional/deliberate is included forcing a genuine Agentive interpretation of the 
Genitive NP, the phrase becomes clearly ungrammatical, as in (52c), unless the 
argument structure of examination is satisficd, exprcssing both the Agent and the 
Theme [Patient], as in (52d, e). The pattem is very systematic, as can be seen by 
perusing the examples in (53) or (54); examples (53b), (54b) are ill-fonned, if the 
Genitive is read as an Agent ;((53b) might be fine ifthe Genitive is read as a Theme). 

(53) a. 
b. 
C. 

d. 

(54) a. 
b. 
C. 

d. 

The development was applauded. 
t)The city's development was applauded. 
The city's development ofinexpensive housing was applauded. 
(*)The city developed. 
The city dcveloped inexpensive housing. 

The destruction was awful to see. 
*The enemy's destruction was awful to watch. 
The enemy's destruction ofthe city was awful to watch. 
* The enemy destroyed . 
The enemy destroyed the city. 

Another important difference between resuit nominals and event nominals bas 
to do with their determiner system. Resuit nominals are completely free in the use of 
determiners; they pluralize, they ma;r; develop concrete meanings in addition to the 
abstract one. (Here is an example involving examination; in its resuit, concrete sense, it 
has served as the basis for a clipping fonnation exam). 

(55 a.The examinatioo/exam was long/on the table. 
b.The examination ofthe patients took a long time 
*The cxainination was on the table. 
c. The exam was on the table. 
"'The exam ofthe patients took a long time. 

Complex event nominals can only take the definite article; they may also be used 
without a determiner; this can be seen in the examples below: when assignment designates 
a complex event, it occurs with the definite determiner or without a determiner. 

(56) a.They studicd the/an/onc assignment. 
b. The assignment of that problem too early in the course always 
causes problcms. 
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c. AU those assignments were too long. 
d. *The assignments ofthe problems took a long time. 
e. Assignment of difficult problems always causes problems. 

An important difference related to determiner use is that process nominals do 
not occur predicatively, while resuit nominals ·do:· 

(57) a. That was the/an assignment. 
b. *That was the/an assignment of the problem. 

We conclude that even if the data are somewhat slippery, we may identify a 
class of nominals that designate complex events; these · have a-structures that must be 
satisfied; that is, they define the class of cases where certain participants are arguments 
cast in grammatical roles and constrained by the rules of grammar to occur. In contrast, 
resuit nominals do nat have an a-structure. 

5.2. We have seen that nouns have an internai variable which is not projected 
as an argument, but is bound by a determiner. We could capitalize on the existence of 
this variable and assume that the internai variable of complex event nominals is the 
same kind of event variable that verbs have în their thematic structure. If we accept 
that, then the thematic structure of an event nominal like the frequent observance of this 
custom by the native may be; ((x (y)) e) or ((Agent (Theme)) e). We could adopt the 
convention of using r as the internai variable of any other type of nominal: dog (r), 
exam (r), etc. The e/r variables are those bound by determiners: 

(58) the r N(r) (e.g., the r boy (r)) 
the e N((x (y) e) ( e.g. the e (natives' observance (of this custom)e)) 

The event variable signals that the noun has an internai semantic analysis, 
along the temporal/aspectual dimension. The event variable is "responsible" for 
licensing aspectual modifiers in complex event nominals, modifiers which are 
similar to those which occur with the corresponding verbs (e.g., for NP adverbials 
with activity verbs/nominalizations, in NP phrases with accomplishment 
verbs/nominalizations a.s.o ). 

(59) a.The bombing destroyed the city în only two days/*for two days. 
(accomplishment) 
b. The total destruction ofthe city în only two days appalled 
everyone. 
c. *The total destruction ofthe city for two days appalled everyone. 

(60) a. They observed the patient for severa! weeks/*in severa! weeks. 
(activity) 
b. Only observation ofthe patient for severa) weeks can determine the 
most likely cure. 
c. *only observation ofthe patient în severa) weeks can determine the 
most likely cure. 
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lt is interesting that nominals that do not have argument structure disallow 
aspectual modifiers, even when they have verb-related meanings. 

(61) a.*The frequent trip/event was a nuisance. 
(frequent and constant may occur only ifthe nouo is pluralized: 
The frequent trips/events were a nuisance.) 
b. * Jack's trip in five hours/for five hours was interesting. 
c. *The process in five hours/for five hours was significant. 

This restriction of occurrence is nota matter of 'meaning', since these nouns 
have a durative sense, as testified by sentences like: That trip/event process took three 
weeks; what they lack is temporal internai structure ) .. The behaviour of aspectual 
adjuncts, licensed by the event variable, further confirms the dissimilarity of complex 
event nouns and resuit nominals, and the similarity of complex event nouns and verbs. 

5.3. Even when they take arguments, nouns are defective 8-markers, i.e., they 

transmit the 8 roles by means of prepositions. Prepositions are always capable to 8-
mark an NP, in principie; but sometimes their meaning is so abstract, that they do not 
have any specific role to assign (the same is true about oblique case inflections); in 
such cases, they may transmit to their own argument a role in the a-structure of a noun 
or a verb. 

The semantic process at work is again one of 11 8-identification"; a position in 
one argument structure is linked to a position in a second argument structure, in such a 
way that both are satisfied by a single syntactic expression. For instance, in (62b) below the 
Goal argument y , in the a-structure of presentation(=62a) has been identified with the 
argument of to, and the Theme argument,z, has been identified with the argument of of 

(62) a. presentation: ((x (y (z)) e) 

b. 
N' 

N ---- ==. pp PP 
I p--·NP p------NP 

· 0
1 

f bo' oks · t'o ' presentatton the public 

If the hypothesis that nouns cannot 8-mark ,except through pă!positions (or 
oblique case inflections), is correct, then we expect that in constructions where nouns 

are not fol/owed by PPs, they cannot 0-mark a constituent, and they do not designate 
complex events, either. One argument in support of this position comes from the 
behaviour of deverbal nouns like announcement, conclusion, observa/ion, belief 
conviction, etc., whcn they takc that-complements: 

( 63) a. The annmmcement/conclusion that an investigation has been initiated 
was ~urate. 
b. Their observation that the position had been fillcd surprised everyone. 
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A remark tbat was made a long time ago by traditional grammarians is that 
nouns witb sentential complements do not have the meaning of process nouns. Thus, 
tbe announcement that p seems to refer not to an event of announcing, but to an 
announcement of which the complement specifies the content. Similarly, the noun 
observation in (63b) refers not to the fact, event or process of observing, but to the 
content i:,f the observation. The complement clause is interpreted like an apposition, not 
like an argumenL These nouns may designate complex events, when their complements 
are prepositional pbrascs, PP, which may be 8-marked by means of the prepositions. 
The sentences below show some differences between the prepositional complement 
construction and the sentential complement construction of thc same nouns. The former 
may designate events, and therefore allows aspectual modifiers and purpose clauses. 
The Jattcr designates resu1ts of eventsactivities aed does not have either ofthese properties: 

( 64) a. Tbe constant announcement of inacaJrate results should not be condoned. 
b. The announcement of inaccurate results in order to impress the 
public is not condoned. 

(65) a.•The constant announcement that results have been achieved should 

not be condoned. 
b. •The announcement that results have been achieved in order to 
impress the public is not condoned. 

Notice alsa that, although the scntcntial complement îs obligatory for vcrhs, it 
is optional for nouns, and this further supports that idea that nouns that take sentential 
complements do not have argument-structure, presumably because they fail to 0-mark 
the sentential complements in the absence of prepositions. 

(66) a.The announcement/conclusion that inflation was rampant was 
hardly surprising . 

• b. They announced/ they concluded. 

Concluding on the thematic properties ofnouns, we may say that: a) There is a 
class of nominals that have 8-structure (event structure and a-structure), whose 
behaviour resembles the behaviour of verbs; these verbs require certain arguments and 
license aspectual modifiers, purpose clauses, etc. b) Even these nouns cannot directly 8-
mark arguments. Nouns are defective 0-marlcers which assign 0-roles through 
prepositions or oblique cases. c) This description follows from the categorial propertics 
ofnouns, ifwe assume that they are assigned the feature [+N,OV]. The value OV ofthe 
+/O/-V feature shows taht only some nouns are 0-assigners in the appropriate syntactic 
environments. 

5.4.Apart from this, however, all nouns (and resuit nouns in particular) license 
complements and modifiers selecting the appropriate prepositions and cases. 

(67) a.John's gift to Bill/ •John's book to the hospital 
b.Yesterday's statement that the president intended to resign was 
grceted with scepticism. 
c.his trip to California by bus 
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They can do so on the basis oftheir LCS (cf.Grimshaw (1990)). Complements 
are directly linked to variables in the LCS, modifiers are semantically compatible with 
the LCS. The difference between complement-taking by nouns generally and argument­
taking by complex event nominals ,is that the arguments must occur in a certain 
configuration, so that what counts is the co-presence of arguments (which is indicative 
of the prominence relations defined by the 0-grid); as usual grammaticalization 
coincides with the emergence of structure and hierarchy. But the a-structure of complex 
event nominal is abstracted away from the same LCS; this is why the arguments and 
complements look alike, being se/ected by the same head. 

A test for distinguishing between complements I arguments and modifiers is 
that only modifiers may occur in a predication relation across the copula. 

(68) a. 

b. 

The book by/about/on Chomsky 
The book was by/aboutlon Chomsky. 
thc destruction of the city 
*The destruction is ofthe city. 

This shows that modifiers are more independent from the semantics 
(=the LCS) of the head. 

6. Adjectives .. 

Recent research has advanced aur undcrstanding of adjectives mostly by 

spelling aut its mixed verbal and nominal linguistic propcrtics, and by corrclating thc 

latter with the semantics of the adjectives. The starting point might be the age-old 

correct idea that adjectives express properties, that is, the sense (or intension) of an 

adjective, like round, white, fluid is a property, and the respective property, roundness, 

whiteness, fluidity picks up a set or class of objccts which constitutes the referent (or 

extension) of the adjective: the set or class of round things, the set of white things, thc 

set of fluid things which we could rcprescnt as Âx round(x), Âx white(x), A~ fluid(x) 

(where Â is an abstraction operator, i.e. Â.xPx is read as 'thc class of xs such that Px' or 

'the class ofthose entities that have property P'). Thereforc, we may say that adjectives 

denote property sets (a property set is the set of all those objects which satisfy some 

property). The second basic fact is that mast adjectives have both a predicative and an 

attributive use, illustrated below: 

(69) a. The ball is round. 
b. This man is kind to his neighbour. 
c. round hali 
d. kind man 

Adjectivcs that have a predicative use are quite similar to verbs. They may 

subcategorize for particular types of prepositional objects (interested in, amazed at, 

crazy about etc); more importantly, they have 0-grids and 0-mark their arguments: e.g. 

kind in (69b) identifies its arguments as (Experiencer (Theme)). Like verbs, predicative 
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adjectives must extemalize and project at least one argument, which functions as 
subject ofthe nominal predicate, asin (69a, b). Predicative adjectives differ from verbs 
only in that they cannot carry inflection features (tense in particular) and a copulative 
verb (e.g. be, become etc.) is needed as a carrier of Inflection (i.e. Inflection is 
subcategorized for VP not AP). 

Adjectives also have a second, typical mode of construction: the attributive 
use. In this use, they identify their (extemalizable) argument variable with the internai 
variable of a noun, so that the same variable is referred to by both the adjective and the 
noun. This is the semantic operation that was called 0-identification, which underlies 
the relation between modifiers (in this case, the adjectives) and modifees (in this case, 
the nouns). The expression round ball will thus designate the set of entities which are 

both round and balls, i.e. Â. x[round(x) ·ball(x)]. lt will be seen that the situation is more 
complex than one may think at first sight. 

The clase semantic tie between adjectives and nouns may be grammaticalized 
as a relation of agreement between adjectives and nouns. In languages like Romanian 
adjectives are indeed inflected for gender, number, case (e.g. frumos I frumoasă I 

frumoşi I frumoase). Adjectiv1::s may thus have cp features. Since the adjective may be 

both an argument-taking and 0-marking predicate and a carrier of nominal features like 
gender, number, case, the adjective is usually categorially descri"bed as [ +N +V]. 

A third fact whosc significancc for the general semantic and morpho-syntactic 
description of the adjective has not always been appreciated is that adjectives are 
inflected for the category of comparison. In fact, since this category is really the one 
that differentiates adjectives (and adverbs) from nouns and verbs, we expect this 
category to be the manifestation of an essential property of adjectives. Again our 
discussion focuses on "central" adjectives which exhibit degrees of comparison (e.g. 
fair. kind, tal/, good), leaving aside the so-called absolute adjectives (c.g. round, dead. 
square etc.), which are not used in the comparative<* more round, *squarest). 

Comparison is related to an essential property of prototypical adjectives like 
good and tall, namely the fact that adjectives are vague predicates in a sense to be 
explained below. Comparison can illurninate the way in which we understand and 
assign truth to sentences containing predicative adjectives. The process of determining 
the reference of the adjective in various situations in order to assign truth to sentences 
containing predicating adjectivcs will shed light on the semantic connection between 
adjectives and nouns, which has been grammaticized in the attributive adjective. 

6.1. The mast important semantic property of typical adjectives is that they arc 
·vague. To understand this, supposc we want to compute the truth value ofthe following 
two assertions: X has rcad somc Shake:,pcare and He is tal!. In thc first casc, the 
sentence makes full sense if X is the sort of individual to which thc predicate read may 
apply, that is, X should bea person, rather than say a pet dog; but once we have pickcd 
up the right sort of subject entitiy, it is straightforward to sort out the set representing 
the lD1Îverse of discourse U into people that have and people that have not read some Shake~. 
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Consider now 'X is tall' used in a situation where we consider, as we did 
before, all the entities in the universe of discourse to which the predicate tal/ could 
apply. On this global scale ofthings some mountains will turn out tobe tall, while most 
other objects will turn out not to be tal!. In particular, assertions like The grass is tal/, 
My baby brother is tal/ would always come out false. This shows that our procedure of 
computing the truth value of a sentence whose predicate is an adjective is inadequate. 
In fact, in estimating the truth value of 'X is tall', we should each time consider a 
relevant subset ofthe objects to which the predicate can, in principie, apply. Let us call 
this subset which is contextual/y determined, the comparison class. In the three 
sentences below, the comparison class is likely to consist of the set of Americans, the 
set of buildings and the set of trees, so that (70a) below says that President Clinton 
is tall for an American, The Empire State Building is tall for a building, etc. In each 
case we want the extension of tal/ to become focused on a particular subset that we 
called the comparison class. Comparison classes show a first sort of context dependency 
of the adjective, a first consequence of their being vague predicates. Notice also that 
the comaprison class is likely to be the extension (property set) of some noun: 
building, tree, etc. 

(70) a. 
b. 
c. 

President Clinton is tall. 
The Empire State Building is tall. 
The tree in John' s gardcn is tal I. 

Consider now the evaluation of an assertion like Bill is tal/, when we have 
already determined a comparison class, say the set of human beings; we will find that 
the adjectice is vague in yet another way. Suppose that we are trying to establish the 
extension of tal/ in that particular situation. In any given context of use, there will be 
somc people whom we consider to be definitely tall, others who are definitely not tall 
(i.e. those who are short), and yet others who are somewherc in between. This suggests 
that the extension of tal/, at any context, should yield the value 'true' for members of 
the first group, the value 'false' for members of the second group (the short people), 
and no truth value can be defined for the individuals in the 'neither-tall-nor-short' 
group that constitute a kind of 'extension gap' for the adjective. In contrast, nouns 
(cat, bird, animal) and verbs (see example above) are 'sharp' predicates: they can 
divide the relevant entities in a context into two complementary sets: the entities 
that unambiguously have the relevant properties (the individuals that are cats, the 
people that have read Shakespeare), which form the positive extension ofthe predicate, 
and the individual~ that clearly do not possess the designated property (the individuals 
that are not cats. the pcoplc that havc not read Shakespeare) and there will be no 
extension gap. 

Suppose now that we are told to exhaustively sort out a group G of people into 
tall and not tall members. As before, we start to work and after a while we have divided 
G into three smaller groups: those who are definitely tall according to our standards, 
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those who arc definitely not tall and the third group we cannot quite decide about. 

However, if we want a more precise categorization, we may, as suggested by Klein 

(1980), reapply tall to the extension gap (the 'undecided' group); the meaning of tal/ 
stays the same, but the comparison class is cbanged. In order to make the adjective 

sharper, we must systematically modify the comparison class in. a series of stages, 

focusing at each stage on the extension gap left at the prior stage, etc. 
It may bc that the set G left to sort out with respect to some adjective like tal/ 

bas only two membcrs, 11i and Uz . Then one membcr, say 11i should go in the positive 

extension of tal/, and the other, Uz , should go in the negative extension of tall. If the 
first membcr is takcn as a reference point, we will say that u1 is taller than Uz; if Uz is 
taken as reference point, we will say Uz is less tall than u 1 • 

Comparison appears to be a particular case of determining the atension of 
the adjective, the casc when only two objects are assumed to be in the comparison 
class, one of them will bc taken as a reference point. 

Adjectives like tal/, heavy, long, old are said to be linear adjectives. They 

single out some semantic dimension or property (height, weight, length, age) and can 
· irnpose a linear ordering on the entities in the more limited domain (of discourse) 
which is the comparison class. The category of comparison expressl::s the ability of the 

adjective to impose a linear ordering on the objects of a set; this means that for any two 

objects in the comparison class u1 and Uz , which are denotcd by NP1 and NP2 , the 
sentence NP, is A-er than NP1 or 'NP1 is less A tban NP1 ' has a determinate truth 
value. 1n contrast, the simple assertion 'NP, is A' is true only about the members that 
cluster in the 'upper region' of the extension, so that the referent of NPl , u1 is taller 

than the average height relevant for the given comparison class (thus the height of a tal/ 
American may be vastly different from the height of a tal/ Chinese). 

Linear adjectives are vague in the sense of being gradual, i.e. the fuzzy 

boundary area between objects of which the adjective is truc and those of which iţ is 

definitely false can be conceptualized as a gradual transition. Graduality is resolved in 

context by the allocation of an appropriate comparison class, as part of the context 

specification. Linear adjectives come in pair of antonyms which lexicalize the upper, 

and respectvely the lower, extremes of the semantic dimension: AGE, oldlyoung, 
LENGTH, long/short, etc. Notice that, for some, though not all, antonyrnic sets, one of 

tbe adjectives in the set (the 'unmarked' member) may simply be used as a name for 

the semantic dimension or property itself. 

(71) a. 'How old is the baby?' • He will be three wceks on Monday.' 
b. It is only ten ccntimeters long. 

For reasons that are probably clear, when they are used in the comparative, 

adjectives simply name the property along which comparative ordering is established 

and the comparative assertion does not entail the positive ofthe adjective. 
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(72) LJohn is tallcr than Bill. Both arc of just avcragc bcight for teenagc 

Amcricans. 
b. Robert is smarter than Richard, but ncithcr is rcally SDlart. 

Adjcctivcs that do not havc thc comparative, thc so-called absolute adjcctivcs, 

do not impose any linear ordcring on thcir cxtension; they arc not gradual and, likc 

othcr shaJp prcdicates, divide a rclavant set into two complementary subsets (the 

objccts that satisfy thc propcrty and thc others) lcaving no cxtcnsional gap. Sucb 

adjcctivcs arc blue-eyed, round, square or complementary pairs likc dead/alive, 

marriedlsingle, etc. 
1n sum, linear adjcctivcs cvincc thc peculiar typc of vagucness that wc called 

graduality. Comparison is thc linguistic corrclatc of graduality and linearity. 

6.2. Tbcrc is also another catcgory of adjcctivcs that fail to bc linear although 

they arc gradable and allow for comparison. Thcy fail to be linear bccause they fail to 

inhcrcntly spccify onc semantic dimension for ordering. 

A good cxamplc is clever. Thcre is no single critcrion of application which 

alonc dctcrmines whether a person is dever. Indeed, thc adjective is associated with a 

nwnber of criteria, and thesc fail to constitute one set of necessary and sufficient 

conditions for cleverness. Let us suppose, for the sake of thc argument, that there are 

only two properties associated with being dever: an ability to manipulate numbers 

(clever mathematician) and an ability to manipulate people (dever politician). Anyone 

who posscsses both these properties wil certainly be clevcr, and anyone who possesses 

niethcr will actually not be. Now, suppose that Sue is better than Dick at manipulating 

nwnbers, whereas Dick is better than Sue at manipulating people. ln a context c where 

both critcria are potentially relevant and where there is no accepted method of 

weighing them against one another, it is difficult to see what the truth value of (73) 

would bc since mathematicians and politicians do not compare easily: 

(73) Sue is deverer than Dick. 

Non-linear adjectivcs like dever exhibit a sccond kind of vagueness: 

indeterminacy. It is indeterminate which particular criteria have to be met for an 

adjective to be truc of an object. A notorious example is thc adjective good, which can 

mean 'sharp' when used witb lcnife (i.e. 'good as a knifc'), 'comfortable' whcn used 

with chair, 'skillful' whcn used with violonist (i.c. good as a violonist). Good is nat an 

isolated cxample. Ali evaluative adjcctives behave like good; othcr examples: great, 

swell, fine, nice, excellent, bad, lousy, rotten, striking, terrible, awful. The 

intcrprctations of thesc adjectives arc relative; they depend on the meaning of some 

nouns. Indetcrminacy is rcsolvcd at the levei of thc adjective + noun combination. Katz 

(1964) proposes that functional information stored with the head noun detennines the 

relevant meaning, the relevant semantic dimension, considered in each application of 
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tbc adjectiv~. lbrough combinatioo with a nouo. an indctcrmiaotc gradab1c adjective i.s 
thus liDearizcd. 

Thus good alooc docs oot dctcnninc any comparisoo class, but good chair, 
good ,nothu, etc. dctcnninc: a act wbich ca.o be lincarly ordcrcd by comparison (He ia a 
belta' teachu than lat, brodau, etc.). Noticc that an a, parapbrue oftco expresscs 
linearizarloo ~f an adjective: good violonutlgood a, a violonut,· bad librarylbad 03 a 
libra,y; clever polittcianlclever a, a poliltcian, etc.; absolute adjcctives and inhcrcntly 
linear ones are oot bappy with thc 03 paraphrasc: round bal~round as a boli, red 
appl~red a.r an apple; tal/ stllden~tall a., a·student; heavy boxl•heavy as a box, etc. 
(cf. Sicgcl(l979)). Absolute adjectives likc alleged, only, extreme a1so depeod for 
intcrprctatioo oa thc meaning of a ooun: somebody who is an alleged musician is not 
somcbody who i.s both 'allcgcd' and a 'musician', but somebody who wrongly claims 
to bc a musiciao. 

This long cxcursus into the semantics of thc adjective was meant to bring to 
light two significant adjectivc-properties: a) Thc most typical property of central 
adjectives likc tal/, long, good, etc. is graduality; such adjectives impose a linear 
ordcring oo the membcrs of some set. Comparison is the formal counterpart of this 
typical adjectival propcrty. b) The interpretatioo of adjectives wal found to be 
dependent on the interpretation of nouns in various ways: neuns sharpen indeterminate 
adjectives or linearize thcm; the comparison class is alsa detennincd as the 
contcxtually relevant subset in the extension ofsome noun (tal/ child, 't.all for a child'). 
This semantic dependcncy of the adjective on the noun is grammatici.zed in the 
attributive usc ofthc adjective (not shared by verbs), and a1so in the fact that nouns and 
adjectives may share agr-eement features for number, gender, case. 

6.3. Let ~ examine 0-identification once more from thc vantagc point of our 
discussion of the semantic properties of adjectives. The existence of non-linear 
adjectives suggests that at least some adjectives need to bţ vicwed as if they were 
operators oo the meanings of neuns, or on nominal property-sets. Let us call such 
adjectives relative or intensional adjectives. It is as if the value assigned to the open 
position of the adjective is the property expressed by the noun: [A(N)](x). An 
intcnsional adjective (e.g. good, alleged) designatcs the set of nominal properties (or 
the nominal-property scts) that it can modify: good knife, good mother, alleged lawyer, 
but not *good square, *alleged table. Good wil1 thus operate on the set picked by the 
property of 'being a knife', 'being a mother', etc, and to say that somebody is a good 
mother is not to say that she is good in some absolute sense and that she is also a 
mothcr, what wc are saying is that she is good for a mother. 

Jn contrast adjectives likc rou11d, solid, tal/, beautiful all predicate ovcr 
individuals, so that round _table designates thc class of those · objects which are round 
and which arc tables ).x[round(x) table(x]). Adjectives like round, solid, tal/ which 
predicate over individuals, in contrast with those that, like good, predicate over 
propcrties, are called exten.sional adjectives. 
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Therefore, a modifying adjective A in a structure A(N(x)) may either 
predicate over the noun's intemal variable (when the adjective is extensional and 
A(N(X)) = (A( x)"N (x)], e.g. round((table(x)) = round(x) and table(x) or it 
may predicate over the property expressed by the N, i.e. [A(N)](x) e.g. 
(good (mother(x))) = [good (mother)](x). 

These are the semantic operations that underlie the relation of modification 
and the projection of the modifiers. The terms used by Higginbotham (1981) to 

designate the two types of combinations are 0-identification and, respectively, 
autonomous 0-marking (for the intensional case). Speas (1991) prefers to unify the 

description and say that the open position in the 0-grid of the modifier is discharged by 
merging either with the individual variable of the modified N, or with the property 
variable N, itself. She speaks of merger in both cases. 

The semantic distinction extensional/intensional adjective only very 
imperfectly correlates with the syntactic attributive/predicative fact of 
subcategorization, since most adjectives occur in both positions and their interpretation 
does not change. Round is an absolute adjective both in round table and in The table is 
round; good is an intensional adjective w good knife and also in This knife is good. The 
most that can be said is that adjectives which are always and only attributive (utter, 
alleged, fonner, etc.) are intensional and adjectives which are only predicative (ab/aze, 
ajire, awash, etc.) are cxtensional (see examples in (74) - (77)). 

(74) an utter confusion 
an alleged genius 
a fonner president 

(75) *The confusion is utter. 
The genius is alleged. 
The president is fonner. 

(76) The house is ablaze. 

(77) •an ablaze house 

An observation we can make at this point is that adjectives that have no 
predicative use, like those in (74) - (75) cannot project and 0-mark arguments. 
Likewise, in many languages adjectives function as nouns and, in that use, do not 
project or 0-mark arguments: e.g. The rich are happy. Since not a1l the adjectives are 
0-assigners the adjective should be categorially described as [ OV) rather than [+V], if 
one uses the three-valued system proposed by Reuland (1987). ln thc same way, since 
there are languages like English ,which do not have agreement of the adjective we may 
describe adjectives as [ ON ], instead of [ +N ). The categorial description of the 
adjective is this [ON, OV], rather than [+N,+V]. 
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Incidentally, the difference between attributive and predicative adjectives is 
very well marked in many languages: German bas agreement of the attributive, but not 
of the predicative adjcctives, and there are languages that lack attributive adjectives 
altogether. 

To maximize the descriptive correspondence between meaning and form, we 
could always analyze attributive adjectives as higher predicates over nominal 
propcrties, and simply say that for extensional adjectives the higher type reading is 

equivalent to the lower type i.e. A.X [A(N)] x = A(x) • N(x)}. For instance we may say 
that he(JV)l(N) denotes the class of N properties that it can modify: heavy box. heavy 

smolcer, *heavy honesty, i.e. Â.N(heavy(N)); in certain instances only, the property 
denoted by heavy is directly applicable to the individuals in tt.e set denoted by the 

noun, e.g. Â.y[beavy(box)]y = ).y[box(y) and heavy(y)], but this is not true for Â.y[heavy 

smoker](y) ~ Â.y[smoker (y) and heavy (y)]. 

7. Prepositions. 
1n this section, we will briefly discuss the class of prepositions (more 

accurately one should speak of adpositions, since it is the head initial/head final 
parameter that dictates whether in a language we are dealing with prepositions (head 
initial constituents) or postpositions (head final constituents)). Prepositions constitute 
an intermediate category between lexical (open) catcgories and . functional 
(grammatical) categories. They ought tobe viewed as a grammatical category in virtue 
of tbe fact that they make up a c/osed set. Yet, they have an important property in 

common with lexical, open class, categories: they may assign 0-roles directly or in 
conjunction with a lexical category (N, A, V). · 

From high school definitions, it is known that prepositions relate two 
categories, for instance, a verb and a noun phrase. Prepositions must be viewed, 
semantically, as binary predicators [P(x)](y), wherc x is( the index of) the category that 
licenses the preposition itself, and y is the object of the preposition. 

a) When the preposition is subcategorized by a N, V, A, the licensing category 
(i.e. x in [P(x)](y) îs precisely (the index of) the head governing the PP, in conjunction 
with which a thematic role is assigncd to the object ofthe preposition (y): 

(78) a. John depended on his parents. [Vx .................. [P(x)(y)) 
b. his interest in art '- - - - -9---- - - - - ~ 

The ohligatory internai (structural) argument of the preposition is, thus, empty 
and it has to be identified for the PP to be licensed. For subcategorized prepositions, it 
will be identified as (the index of) thc lexical head that liccnse:. the PP; moreover, the 
object of the preposition is dischargcd by identification with one of the arguments in thc 
0-grid of the licensing V, A, N. The role of the object is assigned by both the V, A, N 
ar.J the Preposition. The contribution of the preposition varies; generally, when there is 
choice between competing prepositions, their semantic role is enhanced: e.g. vote for/ 
against a proposal. 
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b) When the PP is an adjunct, the PP does not fonnally depend on a head, but 
it does semantically depend on the clause, which describes events. As already shown in 
our discussion ofverbs, adjunct PPs are licensed by the event variable in the predicate's 
thematic structure. 

(79) a. lt was raining in London yesterday. 
a'. 3e[(raining (e) • 1N [+Place] (e, London) • TIME (e, yesterday)] 
b. He met her after a year. 
c. He did it with a gun. 

The adjunct PPs identify the place, time or instrument of the events that license 
them. The paraphrase in (79a') says that there is an event of raining and the place of 
this event is London, and the time ofthis event is yesterday. 

Notice that most adverbial subordinating conjunctions of time, concession, etc. 
(e.g. before, after, a/though) can be analysed as prepositions subcategorized for clauses 
(i.e. for the categories IP or CP). "Some of these formatives accept both NPs and clauses 
(IP/CP) as complements, others accept only one ofthe two categories. 

(80) a. He slept [until [noon 1.1 .. 
b. He slept [until [bis mother arrived ].] .. 
c. He bought the car [although [it was expensive 1.1„ 

R d. A ajuns [înaintea [lui Ion ],.,] .. 
A ajuns (înainte [ca Ion să le dea de veste 1a1„ 

e. P' p.---· -NP 

f. P' 

pO--- 7~} 
This analysis bas been current for Englis~ since Emonds (1976); the analysis 

would explain the homonymy of many prepositions and subordinating conjunctions, 
coordinating conjunctions ( e.g. and, or, but) will remain in a class apart of elements 
that join formatives of equal ranlc and do not assign 8-roles. Since soroc prepositions 
may 8-mark this arguments, we may analyze them as [OV]; and since they are never 
argumentai they must be analizcd as [-N]. Their categorial features are then [-N, OV]. 

7 .1. We conclude that lexical categories are licensed by thematic relations; 
b~ing 8-role assigners(+V or OV) or being 8-role receivers (i.e. arguments or adjuncts). 

Class features, which thus have some substantive content, percolate as 
properties of projections and determine the admissible combinations of phrases. To 
differentiate between functional categories and thematic ones, we introduce the feature 
±F(wictional). 

8. More on functional categories. 
The )ist of typical functional categories includes determiners and pronouns, 

auxiliary verbs, complementizcrs, inflectional constituents. The theory of functional 
categories represents a recent development in the theory of syntactic categories (see 
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Abney (1987), Pollock (1988), Valois (1991), Baker (1988) a.o.) and it is "still in the 
making". The difference between functional categories and lexical categories overlaps 
the opposition between open sets and closed sets. 

The main properties of functional categories will emerge from applying the 
same analysis in their case, that we applied in the case of lexical categories, namely a 
description in terms of their categorial and subcategorial properties, and in terms of 
their thematic properties. 

The intuitive difference between lexical and functional categories is that 
lexical categories have lexical conceptual structure, that is 'descriptive content', while 
functional categories have the role of connecting syntactic wlits into "articulated 
discourse". Let us try to !ist the main properties of functional categories, from some of 
the more easily obseivable ones to those which are more abstract and really defining. 

1) Functional categories (detenniners, pronouns, etc.) constitute closed sets, 
seldom having more than twenty-thirty members: 

2) Functional elements are usually phonologically and/or morphologically 
dependent; they are often stressless and may develop weak, contracted forms (think of 
the English auxiliaries and m~dals); they may be realized as clitics or even as affixes; 
for exam ple, the Romanian definite article, unlike the other Romanian detenniners is 
an affix: acest copil, copilul). 

3) Functional elements are characterized by "unique morpho-syntactic 
behaviour" (cf. Edmonds (1985)), in the sense that the members of functional 
categories cannot be differentiated from each other only by purely descriptive semanti<: 
features. For any item in a functional category, the expectation is that there may be at 
least one rule of the grammar which treats it differently from some related item. This 
amounts to saying that grammatical words have to be learned individually and that one 
does not count as knowing a language before one has mastered the 'grammatical words' 
of that language. 

A very good example of the 'unique' behaviour of each grammatical word is 
provided by the English modal verbs. 0n the one hand, modal verbs like can, may, 
which are members of the category Inflection, differ from their lexical synonyms, be 
able to, be al/owed to, etc, on the other hand, there are individual differences between 
can and may, for instance, in the way they treat negation in their epistemic sense:· He 
may not get there before seven (It is possible that he will not get tnere before seven) vs 
He cannot get there before seven (It is not possible for him to get there before seven). 

The determiners below illustrate the same idea of unique syntactic behaviour 
of grammatical words; no two items appear to have exactly the same distribution: 

(81) a. The boys will all/each/both/*some/*every get a prize. 
b. All/both/*each/*every/some sat down in the end. 

c. All/both/*each/*every/some boys sat down. 
d. • All/*both/each/every/some boy sat down. 
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(82) a. What/which book do you want? 
b. What/*which else do you want? 
c. *What/which of them do you want? 

4) White lexical categories are inserted in the D-Structure, functional 
elements, which simply spell out sets of grammatical features may be subject to late 
lexical insertion, precisely because certain features may change during the derivation 
( e.g. case-marking prepositions like of in tranzitive nominalizations ( e.g. The building 
of the bridge) may be inserted at S-Structure; agreement features are checked at 
S-Structure, etc. 

5) An essential property of functional categories is that they are semantica/ly 
abstract, they lack descriptive content. They serve to express certain morpho-syntactic 
features which are not regularly expressed by the lexical category they combine with. 
For instance, in English, the emergence of a category of grammaticalized modal verbs, 
i.e. the members of the category Inflection, is related to the loss of subjunctive verbal 
inflections; modal verbs become subjunctive mood markers. It is also possible that 
some morpho-syntactic feature is consistently realized as some functional category, but 
that it is also, at least sporadically marked in the lexical category the functional 
category combines with. · 

For instance, in German, French, Romanian, gender is consistently expressed by the 
functional category Deterrniner, but in aU three languages there are derivational gender 
suffixes, so that some nouns get lexical marking for gender, ih addition to the grammatical 
marking of gender by the deterrniriers (83b, d). In addition, in Romanian, noun stems may 
also indicate gender, consonantal stems (copac, chibrit) indicate masculine or neuter nouns. 

(83) G. a. Der Mann (m) die Frau (f) das Kjnd (n) 
b. der Student (m) die Studentin (f) 

F. C. un homme (m) une femme (f) 
d. un etudiant (m) une etudiante (f) 

R. e. un bărbat (m) o femeie (f) un chibrit (n) 
f. un student (m) o studentă (f) 

Although they have no descriptive content, functional categories often play an 
important semantic role: their semantic contribution is sccond order; functional 
categories are operators on the lexical categories they occur with. They "pass on" and 
qualify the descriptive content of lexical categories. 

6) The novelty in the approach to functional categories regards their syntax; 
functional categories 1°, Det0 , c0 are viewed as heads of lexical categories. Inflection 

liasalreaciybeenanaîyzeda~thcih~aloftiie-vf .. --- - ·· - -· 
The most important formal property of a functional category is that it is 

subcategorized for a unique complement, which is not an argument (or an adjunct). 
_ Functional categories do noi 0-mark their complements (Remcmber that it was a ,. ________ _ 
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defining property of auxiliary verbs, which are functional constituents, that they did not 

0-mark their complements, unlike lexical verbs). Lack of 0-marking is one way of 
characterizing the more abstract nature of functional categories. Each functional 
category selects a particular type of complement, Inflection selects VP, Determiner 
selects NP, etc. 

7) Functional categories project regularly (cf. Chomsky (l 986b)). They license 
one complement through functional selection, and they may also license one specifier, 
through some grammatical mechanism like specifier-Head Agreement. Unlike lexical 
categories, functional categories do not allow iterated specifiers; this is normal because 
iterated specifiers ( e.g. important recent book) were licensed due to the semantics of 
the head, and functional head lack descriptive content. In the following pages a few 
examples of functional categories will be exarnined. · 

8.1. lnflection. All these properties were very clearly represented in the case of 
Inflection. 

a) Inflection functionally selects (f-selects) one complement, the VP, I' ➔1° VP. 

b) The complement is not 0-marked. 

(84) a. 1°➔[ ±Tense, ±Agr] (Modal) 

b. 1'➔1° VP 

c. IP(=l")➔NP I' 

d. 
IP 

NP- ------1' 
1° -- --------·-- VP 

' - --, ____ l±!__en~~--ţAgr] ~P, yo ____ V,__ NP 
\~--- _______ ; J 

d'. IP 
NP --·- - I' 

10 

V' ---- -- 10 

---- -----yp 

NP--- -v, 
I 

[±Tense, ±_Agr] I yo ---- -----NP 
t, { J 

c) Inflection may Iicense, and English it does Iicense, an NP Specifier position, 
which is the subject position in English. Support for the connection between Inflection 
and the subject comes from the relation of agreement, what we have called Spec-Hcad 
Agreement: These boys were here.In sum, Inflection projects regularly, as shown in 
(84) abovc. 

d) Semantically a VP Iike meeting Mary or an untensed proposition likc John 's 
meeting Mary designates a class of ~vents. Inflection is a second-order predicate on this 
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class of events, actualizing the potential reference of the VP or of the untensed 
· proposition. lnflection may be regarded as a binder of the event variable in the 
proposition, or as a second-order predicate on the event variable, locating this event in 
time (and in some world, cf. (Ene, 1987)), so that a sentence like (85a) is interpreted 
along the lines suggested in (85b ). 

(85) a. John met Mary. 
b. There is some interval of time t and some event e which is a 
meeting event, involving John and Mary and t is PAST and e 
occurred at t. 
c. [IPJohn [1·<> [ .. [+Tense, +Agr] [VP<•>meet Mary]]] 

As shown in (85c) the event variable is discharged at VP levei by the Tense 
Inflection which can be viewed as a binder of the event variable or as a predicate over it. 

Notice in (85c) that since 1° is the operator on the event variable, it is the 
syntactic position of 1° which is relevant for the semantic interpretation of the inflected 
verb. W e therefore have to assume that all verbs raise to tensed Inflection at the levei 
of semantic interpretation, that is, at the levei of LF (see (84d, d')). This movement 
obligatorily occurs in syntax for all French and Romanian verbs and for the English 
auxiliaqes. We remember that lexical verbs undergo Affix Hopping, that is, the Tense 
Inflection is lowered on the V creating an improper chain (because the trace of 
Inflection is not c-commanded). lt is assumed that at the levei of LF the tensed verb 
raises to the position of Inflection (84d'), Ieaving behind a properly govemed trace, so 
that the Empty Category Principie is satisfied at LF. 

e) Inflection also shows the other properties typical of functional categories. lt 
has a limited number of members -s, -ed, can, may, shall, will, must, do, exhibiting 
highly irregular behaviour. The perceptive reaaer must have noticed an essential aspect 
in tbe membership of Inflection, the fact that it c<:mtains botb free morpbemes (tbe 
modals) and bound morphemes, inflectional affixes (s -ed). It îs accepted tbat some 
inflectional affixes can be viewed as syntactic elements, occupying independent 
positions in syntax and regularly projecting structure. This idea bas been very fruitful in 
tbe study of syntactic phenomena ( e.g. verb syntax în French, English, Romanian). 

A word of caution is needed bere: tbe existence of some inflectional category 
(e.g. Number, Case, etc) in a language does not automatical/y entail the existence of a 
syntactic projection of that category. A syntactic projection is warranted only by 
distributional syntactic facts of a particular language. Tbus in tbe particular case of 
Englisb, setting up a separate Tense position made possible tbe understanding of a 
cluster of syntactic facts sucb as Do-Support, tbe syntax of interrogation and ncgation. 
Internai motivation is tbus required for setting up functional projections. 

We tbus expect important, principlcd cross-linguistic variation at tbe levei of 
functional categories. To quote Cbomsky ( 1992: 419) "if substantive elements (verbs, 
nouns, etc) are drawn from an invariant universal vocabulary, tben only functional 
elements will be parametrized." 
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A second observation is also called for; since functional categories may 
include certain inflectional affixes among their members, the term part of speech 
becomes a rather imperfect synonym of the term functional category and we really are 
developing a theory of syntactic categories (= a theory of the primitives and 
combinations of syntax) rather than a theory of parts of speech (free morphemes, 
words). Some of the words in a sentence (i.g. inflected verbs) will be post-syntactic 
words, i.e. forms fully spelled out in the course of the derivation and assigned a 
phonological matrix at the levei of phonological form (PF). 

As to the categorial description of Inflection, in view of what we have said so 
far, we shall assume it tobe I: [±N, +V, +F]. The ±..N variation expresses a distinction 
between a pronominal inflection that "stands for" the subject, as in the Romanian 
Citeşte (i.e. El I ea citeşte) and a less rich inflection that needs to be specified by a 
lexical subject: He is reading!•Js reading. 

9. Determiners. 
The functional category typical of the lexical category noun is that of 

determiners. This category meets all the criteria for functional categories. The category 
Determiner includes a limited number of members; in the terminology of Jackendoff 
(1977) (at least) the followmggroups of e1ements are included in the category of 
determiners: a1_ articles, elements inseparable from the nouns they determine: the 
definite article, the~tne indefinite article a/an, the negative indefinite article no;. 
b) _clemonstrmiYc._ 91:ţe~!!f:_rs: this, these, that, those; c) article-like ~tifier 
(i.e. quantifying elements that have the syntactic position of articles"J;-everjT, each, al/, 
some, any, what, which, etc. These elements have idiosyncratic behaviour, having 
specific distributional and interpretative properties (see the examples in (81) and (82) 
above which show differences between al/ I every I each I some, as well as differences 
between what I which. d) We assume that determiners (i.e. D0 elements) act as 
functional heads which f-select an NP complement, as expressed in rule (86). 
Determiners are thus subcalegonzed for an obhgatory NP complement [-NP]. Notice 
that the NP structure is now simply viewed as in (87). Nouns may have iterated 
specifiers (87a),"adjuncts and complements (87b). 

(86) D' ➔ D0 "'NP (e.g. (00 this [NPman)] --------- . _.,. 
(87) a. N-(=NP) ➔(SpeZN') N;-··- -

(or N"""(=NP)➔(SpecN'} N' (Adjunct) 
b. N' ➔N° (Complements) 
c. fairly tall blue eyed brother of Mary 
c'. 

_N_' --
AP_- --N' 

r------ AP -- N' 
fairly ~li A o ------ No ---- ---- pp 

blue eyed brother ~ry 
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The detenniner as head analysis bas a great deal of plausibility and had often 
been proposed in the literature before the advent of the theory of functional categories 
(cf. Hellan (1983)) . 

. nn many languages, the determiner is the most important morpho-syntactic 
elemedt of the nominal phrase. It often carries the features of case, number, gender, 
determining agreement with the verK!Thus, although al/ I every are both universal 
quantifiers so that the two sentences be1ow are truth functionally equi_valent, agreement 
features differ as a consequence ofusing different determiners: Ali students in my class 
got a prize I Every student in my class got a prize. In Romanian, case features are 
uniformly realized on detenniners; only feminine nouns show case variation, masculine 
and neuter ones do not: . 

(88) N. Ace: un băiat (m) 
G. D. unui băiat 

un chibrit (n) 
unui chibrit 

o fată (f) 
unei fete 

e) The semantic role ofthe detenniner is crucial. lt binds the internai structural 
variable ofthe nouo, turning a predicative expression, whose referent is a property / set 
(: horse: .u horse(x)) ioto a saturated expression, a temi or an argument, (e.g. this 
horse, some horses), which designates a particular individual or groups of individuals. 
The internai variable of the now1 is thus discharged through binding or 0-binding ( cf. 
Higginbotham (1981)). The determiner / binder closes off the nominal projection, and 
makes possible the argumentai use of the noun in discourse: • I saw horse I I saw a 
'horse. Argwnents (= Detenniner Phrases = DPs) bear referential indices which indicate 
relations of coreference: When he; entered the room, John; saw his; friend. 

(89) D' <l •> 
D0 ----NP<I> 

I N' 
~o 

this horse 

Two remarks are perhaps needed at this point, bearing on detenniners and their 
binding roles. a) If we agree that binders (i.e. constituents which allow nouns to 

~ 

function as arguments by binding their internai variable) belong to the syntactic 
category Deterrniners, then cardinal numerals, ordinal numerals, and lexical quantifiers 
like many, much, few, severa/ should be included in this category. Indeed, they may 
subcategorize for [-NP], just Iike all the elements in listed above. 

(90) a. 
b. 

Seven bright students will get grants. 
Many bright students will go to London. 

At least in examples like (90), it is natural to admit that these,quantifiers are in 
head D0 position. Cardinals, ordinals and lexical quantifiers can also occur after the 
already-mentioned determiners, as shown in the examples below: 
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Uo. the [,.. seven deadly sins]] 
Uo. those] [,.. many problems]] 
Uo. every] [,.. two days]] 

D' 
NP 

QP---- -N' 
QO---- AP--:--- -
I J,...o 

seven deadly 

N' 
NO 

I. 
sms 

In examples like (91), the quantifiers occupy the position SpecNP, as shown in 
(91d). In other words, they behave like nurnerical adjectives, exhibiting properties 
different from their properties in the Do position ( cf. Giusti 1992, Cornilescu 
1992). b) The second remark is that DPs may function predicatively as is the case in 
(92); the indefinite article does not bind the internai variable of the noun, and 
this variable is projected as the subject of the sentence; sentence (92) is parallel to 
(93), where the predicative is an AP; the role of the indefinite article is purely 
morpho-syntactic in (92). 

(92) He is a student. 
(93) He is hardworking. 
(94) El este student. 

Notice that because the article is semantically superfluous with predicative 
nouns, it may be left out in certain languages, at least sometimes. Romanian provides 
an example (see (94)). 

c) Detenniners will be assumed to project regularly. The unique Specifier 
position ofthe DP may be filled in the D-Structure by a DP in the Genitive, in the case 
of English. We have to admit that the Genitive occupies the specifier position since it is 
aphrasa/ constituent and could not be in the head position D0 . Ifthe position SpecD' is 
not initially filled, it may be the lauding site for XPs that move within the NP, m 
examples like so tal/ a man, such a tal/ man (97). 

(95) a. DP ➔SpecD' D' 
D'➔D0 NP 

b. my brother's new car 
C. DP 

DP ---- ----- D' 

/· o0 __--:-NP 
LJ I f~~~ 

I 
my brother's 0 new car 
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Viewed cross-linguistically the class of detenniners includes free morphemes, 
as well as inflectional aflixes. A familiar exarnple is that of the Romanian definite 
article, which is an affix in enclitic position, -L, unlike the other detenniners, which are 
free morphemes and alwa~ occur in front of the noun (with the apparent exception of 
demonstrative detenniners, which occur both prenominally and post-nominally: cf. 
acest copil I copilul acesta (see Cornihicu ( 1992) for an anlysis of Romanian 
demonstratives ). 

(97) a. un copil 

(98) 

b. fiecare copil 
c.oricare copil 
d. acest copil 
e. copilul 

a. n• 
p~- --..NP 

I t: 
un I 
fiecare 
acest 
-L 

b. 

copil 

n• 
n9

__.-- --NP 
N°-- --n° N' 
I 1 ~o 
copil + u + L t 

The data in (97) can easily be explained, as în (98a,b); since the definite article 
is an affix, it cannot remain isolated; the head noun moves up ton°, and adjoins to the 
article, by means ofthe now familiar rule ofHead-to-Head movement. The trace Ieft by 
the noun is properly governed. 

The categorial description of detenniners is that of nouns (+N, OV, -F), except 
that they never 0-mark constituents and that they are functional categories; their 
features will then be [+N, -V, +FJ. From bere on we will be using the unabbreviated 
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designations nominal phrase or 'noun phrase', as a means of referring to DPs (or NPs, 
when the clifferencc is immaterial). Unless otherwise specified, the symbols DP, NP 
narne distinct syntactic entities. 

Pronouns. Before closing our cliscussion of determiners, wc want to make a 
brief comment on the class of pronouns, viewed as a paradigmatic class (as a part of 
speech). Irrespective of their quite heterogeneous morpho-syntactic and semantic 
properties, all the traditionally acknowledged pronouns share the property of being DP 
substitutes; they replace noun phrases having the clistribution of noun phrases, as shown 
in examples (99), ( 100). 

(99) a. lor The tall boy] came to the party. 
b. lm-He] came to the party. 
c. lorSomebody] came to town. 
d. lor Everybody] came to town. 

(100) The tall boy saw lor her]. 
The tall boy saw lorhimself] in the mirror. 
The tal) boy didn't see lor anyone) in the garden. 
The tall boy couldn 't find many in the garden. 

In- many languages, their morphology indicates that pronouns are D0 heads 
with null complements, since they arc homonymous with D0 elements or allomorphs of 
the latter. Here are a few familiar examples: 

(101) 
English 

Romanian 

German 

Deterrniner 
this book 
those books 
many books 
some fellows 
no boy 
fiecare copil 

oricare prost 
mulţi copii 
acest copil 
dieses Kind 
jenes K.ind 

Pronoun 
this 
those 
many 
some 
none 
fiecare 

oncare 

mulţi 

acesta 
dieses 
jenes 

These elements can surely be analyzed as determiners with null complements, 
on the models of ( l 02a), ( I 02b ), proposed by Abney ( 1987). But the picture is 
considerably more complex. Morphological analysis suggests that in certain cases, the 
nominal complement of a D0 was incorporated rather than made null; this is obviously 
the case of forms like anybvdy I anything I anyone, somebody I something I someone. 
nobody I nothing I no one. 
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(102) a. 
OP 
rl· 
1)0 
that 

b. D' 
D0 _.-- ------ NP 

I N'--- -CP 

~o ~ 
those [ ] who do not leam 

The fonnation of a pronoun may be a historical process which is fully 
completed, so that the respective pronoun should be viewed as an x0 element, 
therefore, as a word which is not analyzable in syntax. But it may also be the case that 
it is desirable to treat certain pronouns as post-syntactic words, i.e., as words which 
emerge during the derivational cycle, because their syntactic analysis still explains the 
properties of those pronouns. The English forms quoted above are still analyzable; the 
process of incorporation has recently been analyzed by Baker (1988) as involving head 
movement: an x0 head of a complement moves to its head Y0 , and adjoins to it; 
adjunction may be followed by morphological fusion. If one accepts this view of 
incorporation, one has a natural account for the fact that the indefinite pronouns 
mentioned above may be followed by (simple) adjectives. The adjectives are licensed 
(by 0-identification) by the nouns in (104a), the nouns raise past the adjectives 
for incorporation. Nothing licenses the adjective in (103c), however, which is why 
(103c) is wrong. 

(103) 

(104) 

a. any nice person 
b. anyone nice 
b. some good food 

something good 
C. this good food 

*this good 

ra. o· 
0°---· ----- NP 

I AP--- -N' 
I N° 

some good food 
THrNG 

b. D' 
Dco=---------NP 

D0 --- --N° AP--- - N' 
some + thing good i 
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The fact that nouns like thing, person, one,place, body, time, and a few others 
can be incorporated is a property listed among the syntactic properties of thess items. 

Many languages, Romance languages in particular present clitic pronouns: 
these are x0 nominal elements which do not project any supercategories. Consequently 
they have to be adjoined to some syntactic host, with which they form a constituent. 
Here are examples: 

( 105) Romanian. Maria l-a văzut. 
Marie l'a vue. 
Maria le ha visto. 

French 
Spanish 

We shall discuss clitics in a future lecture. A recent area of investigation 
is that of the properties of x0 pronouns ( clitics and other formatives with the 
same properties) in contrast with those of XP pronouns (e.g. Pica (1987), 
Hestvik (1992)). 

10. Complementizers . 
. --. Functional heads may also f-select functional complements, not only lexical -
complements. This is the case of the subordinating particles which were called 
complementizers (the abbreviations COMP and c0 are in current use). Complemetizers 
f-select clauses, i.e. inflectional projections (IPs) and project regularly (see (106)). -

(106) a. C"➔SpecC'~C' 

C' ➔C0 ~IP 

b. C" 
,, --S pe c C' C' . 
co ----IP 

NP---- -I' 

The set of complementizers includes particles Iike that, for in English, que, si 
in French:daft in German, ~a: -a~d c~-i~ Romanian, etc. These particles represent a 
subset of subotdinating eon]unctions_ (cf. Emonds (1985)). They crucially differ from 
the other- subordinating conjunctions in that they_ do not assign 0-roles to the clauses 
~ey introduce quite unlike adverbial subordinators like because, a/though. before, 
after, etc. Compare: He came because he loves her.; He knows that he loves her now. 
' The relation of f-selection between the complementizer (C0 ) its complement . 
(IP) is apparent in the fact that complementizers select a particular type of inflection 
(1°); they require the use of particular moods, finite versus non-finite, or of a particular 
finite or non-finite mood. " 

( I 07) a. I still hope [crFOR [,r him TO get this prize]] 
b. I hopc fcrTHAT [he will get the prize]] 
d. Sunt de părere fcrCA !,rele să nu vină]]. 
c. Sunt de părere lcrCĂ [,rele nu vor veni]]. 
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In (107), FOR selects an infinitival clause, while that selects a finite 

comple-iiient. ln Roma~-~~~ţ_e_~ts_ t~e Indi~îltwe;~a~selects tfif~fil'!l!!.clive:-The :c° 
positîoii.- mây 6eîi1Teci at D-Sţructur.eJevel by a.J;.omplementizer, . .or. itmay..be.Jilled by 
·an mftected verb through·H;ad-to-Head movement. The complementary distribution of 

.. inflected verbs and complementizers is best seen in pairs like the following: 

( I 08) a. I asked whether it was still rai ning at two o' clock. 
b. W-as it still raining at two o'clock? 

The specifier position of the CP projection (= SpecCP) houses topicalized 
constituents, wh-operators among them (see next section). 

( 109) a. What did he say? 

b. 
c·· 

SpecC'/ -- C' 
DP c0 ----1p 

fo NP----- - I' 
10----- - \;'P 
( vc·----v0 NP 

I I 
say t, whati did he 

lt is more difficult to speak of the categorial properties of CPs , as a class 
because the properties of a projection depend on the properties of the head, and the 
head position is open to different types of elements in CP projections. Thus, when the 
c0 position is occupied by an inflected verb, the CP is often (but by no means always) a 
mâm-claiîse (see (109)), and it is categorialey [+Vf_în_ contrast, the role oT""; 
compleni.entizer in c0 is typ1cally to ttansftmn a sentence (i.e. an IP consîifiienrwhich 
is foN; +v])int~-~~ ;-g~~~rii; c-apable of receiving a e-·r~ie (see (108a)); the CP should 
be [+N) wfieii-lieadedoy--a complementizer like that I că; we wilT 1rssun'Îe 
that complementizers are [+N, OV, +F] constituents,· and that properties of the CP 
depend on the particular nature of the elements that fee) the c0 position and /or the 
SpecC position. 

11. Degree words. Concluding on syntactic categories. 
We have seen that there are functional categories specific to the pivotai 

categories Ns and Vs, and that these categories cannot function in articulated discourse 
unless their projections are 'closed off by functional categories; in the case of NPs and 
VPs, the categories D0 , and 1°, projecting DP and IP are obligatory; the reason is 
semantic, DPs and IPs (terms and sentences/propositions) are the saturated expressions 
at the interface of language and the world; terms (DPs) and sentenccs/propositions 
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(IPs/CPs) pick up referents in the extra-linguistic world: individuals, and true or false 
states of affairs. 

There are other functional projections (e.g. Number Projections Agreement 
Projections, Case Projections) that have been proposed în the analysis of various 
linguistic phenomena. lt îs• theoretically pennissible for any inflectional affix ( or 
morpho-syntactic feature) to be projected in syntax. But this possibility shcruld 
materialize only when syntactic facts warrant this, that îs, only when there is evidence 
for a distinct syntactic position. 

11.1. An interesting class of grammatical words in English and other languages 
is the set of degree words, a limited set of adverbs like so, enough, rather, too, very, 
fairly, that, etc. in English or atât (de), aşa (de), cam, prea, etc. in Romanian. 

These words are usually associated with adjecteves and adverbs, and it has 
been proposed to analyze them as functional heads that may license adjectival and 
adverbial phrases (cf. Abney (1987)). 

( 11 O) a. lt is ( very l_ good. 
,
1 

fairly r 
so J 

b.He runs 
1

r very ~ fast. 
• I 

\ qu1te 'f 

G 
tso J 

Deg' 
D O .,,- ----AP ,eg 
so 
rather 

I 
good 

(Abney's proposal) / 

This proposal faces difficulties, because degree words differ from other 
functional heads in a number of ways. White 1°, D0 , c0 uniquely select one type of 
complement (VP, NP, IP, respectively), degree words select not only the lexical 
category A (adjectives and adverbs) but also quantifier phrases. Quantifiers (two, seven, 
many, few, etc.) are a subset of the detenniner class, which may function in D0 

licensing an NP complement, but may also occur below D0 , as noun specifiers: [[0o two) 
[NP books)] OP / [Do these] [NP two [No books mo, / [[Do many I [NP books li / [[Do the I [NP many 
[N· books]]]0 ,. Some of the quantifiers, namely the lexical gradable ones (many, much, 
for, little, few), combine with degree words: 

(111) so few 
very many 
too much 

Degree words thus select not only APs/AvPs but a!so QPs, they are in fact 
sensitive to the semantic property of gradability. 

A second semantic fact is that they operate on unsaturated expressions and 
yield unsaturated expressions: tal/ designates the class of individuals in the positive 
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extension with respect to some comparison class; very tal/ also designates a set of 
individuals, a set which is a subset of the group designated by tal/ (in some context). 
The fact that they do not change the semantic category of the expression may explain 
two syntactic facts, which both characterize degree words in contrast with the 
functional categories discussed so far. First, degree words are "optional", i.e., adjectival 
phrases, quantifier phrases may occur in artitlttâtetl ·dîscoîirse--'witnouflieing licensed by 
degree words: 

(112) He is (fairly) tal!. 
There are (too) few oftheni. 
He is a worker /He is worker. 

Secondly, degree words may be iterated (notat random, naturally). 

(113) He is very, very si~~m~e:*I see the, the body.] 
He is so very good. 
She is rather very smart. 

These facts tend to suggest that the adjective/quantifier is the most important 
constituent both formal/y and semantically. As shown by Rothstein (1991), "degre.: 
words are functional heads with non-standard properties, narnely, they select a variety 
of categories and the category of the node they project is determined by the category of 
the complement and not by the head itself'. This means that Uo... ~] [A· fond of 
Ma,y]]A· [so [very [fond of Mary]]] etc. could be viewed as APs rather than DegPs. 

One last idiosyncratic property ·of degree words is that they lice12Se two 
complements; in addition to the AP / QP they may license degree clauses, whose 
presence and especially whose syntactic form is entirely determined by the choice of 
the degree head. 

(114) a. The coach is too incompetent for the team to win any game. 
b. This coach is so incompetent thât no one will hire him. 
c. John is too stubbom to help /that we can help him. 
d. Mary is so busy that 1'11 help her /to help (her). 
e. * John was stubbom for us to help (hirn). 

As the examples show too selects an infinitive, while so selects a that 
complement. These facts can best be handled by subcategorization. 

(115) too➔[-APCP[-Tense]] 
so➔[-AP---CP[ + Tense]] 

Incidentally, as pointed out by Rothstein ( 1991 ), this is another case where 
subcategorization cannot be eliminated in favour of any other mechanism of the 
grammar. These remarks on degree words were exploratory, and they simply show that 
more research is needed in this arca. 

11.2. Following Reuland ( 1987) we could arrange the syntactic categories into 
the following open-ended chart. 
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(116) 

N A V p Det neg Infl0 Comp0 ··· 

+N ON -N -N +N ON ON +N 

ov ov +V ov -V ov +V ov 
-F -F -F -F +F +F +F +F 

The chart shows the systematicity of a parts of speech system, UG allows the 
consbuction of a prototypical system, a kind of generative matrix; we expect 
similarities in the hierarchical projection of lexical parts of speech1 with parametrized 
options in acknowledging subcategories of the major parts of speech (e.g. particles vs 
prepositions) and with parametrized choices at the levei of functional categories. 

12. The theory of bead movemenL 
The discussion of parts of speech in this chapter bas revealed the existence of 

an important category of movement rules: those involving the movement of a head 
constituent X0 (a word, nota phrase); we have thus mentioned the movement of yo to 
1°, the movement ofthe inflected verb [V0 +1°J 1. to c0 , and the movement ofthe noun 
N° to the n° position (e.g. in Romanian, when n° is the definite article). 

(117) .. 
a. CP ~-------· J --SpecC' . C' 

co ---- --- IP 

b. 

NP---- -- •. 
10---yp 

NP-- -VP 
i I 

V' 

J?P 
n• 

j V0 ,_.-- -- NP 

n°-- -NP 
t 

-L N' 

.-1 No 
Moreover, head movement is subjected to the Head Movement Constraint. 

- -- --:-:--....... ~-mafMovement Constraint (HMC)----- .. ----~ 
---~ x0 ~~-~nl:ţ _1!10~ ioto the bead positi.on yo that properly gov~~~ 

For our immediate purposcs 'proper' government îs simply ·govemment by a 
sister head X0 (X=V,A,P,N,I) or govemment by a head yo within the first projection of 
the head. The HMC is necessary to prevent the generation of examples like ( 119c) bclow: 
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(119) a. They could have acted more responsibly. 

d. 
CP 

b. Could they have acted more responsibly? 
c. *Have they could acted more responsibly. 

Spec ------ --C' 
co--- ~IP -- ·-NP -I' 

Ic::0----- VP 
T~M V'-- -VP 

I 

\ I yo _'C_ AvP 

-ed can have dcted more resp~nsibly they 

In (119c) have inadvertantly skips over the 1° position; a v0 element cannct 
directly go up to c0 ; and in this particular case 1° position already bas a finite verb in it 
(could) so have must keep its initial position in v0 (see (l l 9d)). 

12.1. lt bas been proved that the HMC is not an independent "rule" or principie 
of the grammar, but that it follows from the general requirement on traces that is known 
as the Empty Category Principie (ECP). The ECP (which will be extensively discussed 
in the chapter devoted to wh-Movement) is needed to explain the empirical fact that 
traces can onJy be found in certain position~ in sentenc,es, and only in particular 
configurations with respect to their antecedents. Speakers always "reconstruct" the 
initial position of a moved constituent, when they interpret or use sentences, but this is 
because there is a proper path connecting the moved constituent and its initial site, 
where the trace is. Adopting and adepting a formulation in Rizzi (1990: 74), we will 
state the ECP as follows: 

I 

\ 

(120) ECP: 
A trace must be: 
(i) properly head-govemed (Formal licensing) 
(ii) suitably identified 

___ ,,_, (121) Head govemment is defi°i-iecfas-f~llows-: 

X head govems Y iff 
(i) X is a head, i.e. XE {A, N, P, V, Agr, T}. 
(ii) X m-commands Y. 
(iii) No barrier intervenes. 
(iv) Minimality is respected (i.e. there is no closcr govcmor). 

I 
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Head government is the concept of government that we have been using all 
along. The term 'head' government rather than government aims at dîstînghuîshîng this 
relatîon from the relation of antecedent-govemment (a particular relation between an 
antecedent and îts trace: the antecedent c-commands the trace and îs coindexed wîth it. 
Proper-head govemment îs head govemment in the first projectîon ofthe head.) 

To understand the usefulness of the two conditions on traces, givcn in (120), 
namely licensing of the trace and identification, let us consider the following examples: 

(122) a. What, did he see t,? 
b. * What, did he see a lake t, ? 

(123) a. At what time,, did he ask t, what you bought t;? 
b. ?What, did he ask where, you bought t; t, ? 
c. Where, did he ask t, what; you bought t,? 
d. *Where, dîd he ask what

1 
you bought t; t,? 

Question (122a) is we1l-formed; the trace is licensed by the verb see, which 
properly head governs the trace. In contrast, the trace in (l 22b) is not licensed, it has no 
lexical governor. Thus, the trace position has to be properly head governed. Moreover, 
the content of a trace has to be identified through its relation with the antecedent (the 
moved constiuent). Thus, in (123a) each trace is coindexed with one wh-word and is 
thus identified. Compare (l23c) and (123d), both involving movement of an adjunct; 
where can only be interpreted as a main clause constituent, as in ( 123c ), in ( 123d) the 
trace is in a position where it cannot bc idcntified and the reading proposed in ( 123d) is 
ungrammatical. 

In the case of DP movement, or rather whenever the moved XP is referential, 
the antecedent and the trace are coindexed; i.e. chain formation and identification are 
based on coreference. The features of the trace are retrieved by coreference with the 
antecedent. 

Let us see how traces lefi behind by x0 Movement, not by (referential) XP 
movement, can meet the requircment ofthe ECP. 

(124) a. He has come. 
b. Has he come? 
C. 

CP 
Spec __.,.--·-c• 

c0
-- --IP 

NP ----- ----- I' . ----- ---He 1° ,_ 
yo 10 

I 

have 
I 

s 
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d. CP 
Spec _ _---, C' 

c0 _.- -IP 
1°0 NP-- -I' 
Ras he 1°-- -VP 

t'. v0 --◊P 
I .c:,. 

t. come 

The traces in ( 124c, d) are properly head govemed. Thus in ( 124c ), 1° f-selects 
its VP complement and govems its head position v0 (in the first I' pr6jection). The 
inflected verb in c0 will then head govem the 1° position in ( 124d). So head-to-head 
movement, as formulated in ( 118) will secure proper head govemment of the trace 
from the position where the antecedent moves. However, identification (i.e. retrieval of 
the features of the antecedent) is no longer possible through coreference (cf. Travis 
(1991)). The reason is that x0 constituents (N° (boy), V0 (run), [V0 +I0 JI0 (nms) etc.) 
are not referential. Unlike NPs, they do not designate individuals. 

A different mechanism of identification is needed, a mechanism whereby a 

head may transmit features to a head that it properly govems. This mechanism has 

simply been called "Head-featute transmission"(cf. Travis (1991)). Since moved x0 

constituents do not °leave behind coindexed traces, trace identification is based on head 

feature transmission: 

(125) Restriction on head feature transmission. 
Head features may only be transrp.ited from a·head. to its sister. 

Head feature transmission is involved not only in the identification of traces, 
but also in the identification of base generated empty heads, as well as in case of Affix 
Hopping, case assignment, a.o. Here is an example, involving feature transmission in 
Affix Hopping and Case Assignment. 

(126) 
VP 

yo .----" ------VP[p~st prt] 
have[+past prt] v0 [past prt] 

beEN[+present prt] 
--yp [present prt] 

V0 [present prt] 
I 

watchING[ +Ace] 
DP[+Acc] 
Î)O 
(+mase 
[+3 person) 
[+Ace ] 
him 

In the structure of (126), features are always transmitted from a head A to a 
head B, whose maximal projection is sister to A. The features percolate down from a 
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bead to its sister complement (tbe maximal projection) and tben down to tbe bead of 
tbe complement. If features may be transmitted only in this way, tben an antecedent in 
a bead position can only identify tbe trace left behind in tbe bead position of its 
complement. Feature transmission, and, by tbis means, identification of tbe trace are 
possible if tbe antecedent moves from one position to tbe next. But tbis is precisely tbe 
content oftbe HMC. 

In this section we bave shown tbat tbe Head Movement Constraint is a 
consequence of applying tbe Empty Category Principie in tbe particular case of x0 

constituents. 
In tbe remaining of tbis cbapter we will offer an illustration of bead movement 

in Germanic languages: tbe Verb Second (=V2) pbenomenon. 
12.2„The Y2 pbenomenon is one of tbe most cbaracteristic syntactic 

properties of tbe Germanic languages. Tbe reason wby we mention it bere is not only 
because this pbenomenon provides an excellent example of V Movement, but also 
beacuse it offers persuasive evidence in favour of the CP / IP sentence analysis tbat bas 
been introduced in this chapter.The literature on tbe subject is literally enormous(see, 
for instance, den Besten (1977), Holmberg and Platzack (1988), Weerman (1988), 
Vikner (1991), as well as the references cited there ]. 

Verb second (V2) is tbe movement of the finite verb to the second position of 
the clause, as seen, for example, iri qustions in al! the Germanic languages, and in most 
other main (root) clauses in the Germanic languages, except English.The finite verb 
follows the first constituent, whatever this constituent is: 

(127) a English What bas Peter seen ? 
b. Danish Hvad har Peter last 
C. German Was hat Peter gelesen? 

(128) a. English *This book has Peter read. 
b. Danish Denne bog har Peter laest. 
C. German Dieses Buch hat Peter gelesen. 

It is assumed that, prior to moving to Comp, the highest (finite) verb raises to 
Inflection, by V-to -I Movement, in some of the Germanic languages. As rcmarked by 
Vikner(l991), "Due to the effect of verb second (and of the SOV order of German, 
Dutch and Frisian), this can only be clearly obscrved in embedded clauses in the SVO 
languages, where the finite verb either precedes or follows an adverb or negation." lf 
the order is Verb + adverbial / ncgation , there is v0 -to-1°, if the order is adverbial + 
verb thcr is nat.Compare Icelandic to Danish, on this point. Movcment to Inflection is 
clealy visible in thc Jcelandic embedded clause example(l29a), where the verb + 
negation word order indicates verb-movement. ln Danish, negation + verb ordcr is 
correct (example (129d)). 
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(129) a. Icelandic Eg fer [ efhann kemur ekki] 
b. Danish *Jeg gar[ hvis han kommer ikke] 

Igo ifhe comes not 
C. Icelandic *Eg fer [ efhann ekki kemur] 
d. Danish Jeg gar [hvis han ikke kommer] 

I go [if he not comes] 

The V2 second phenomenon occurs in OV languages (German, Dutch), as well 
as in VO languages (Danish, Swedish). English has lost most of its V2 pattems (hence 
the star on (128a), and currently only shows "residual V2" in questions and in certain 
emphatic constructions with Inversion (Never had he seen such beauty before.) 

As already mentioned, everywhere in Germanic root clauses the finite verb is, 
demonstrably, in c0 position, so that the apparent similarity between the following 
three sentences is merely a "phonetic illusion", as commented by Vikner (1991): 

(130) English The children saw the film. 

CP 

---- --Spec C' 
C0
-- --IP 

NP--- ---- I' 
the children 10--

1 

t 

(131) Danish Bomene sa filmen. 

CP 

~pec -- -- c· 

------
yo 
I 

saw 

J?P C0 -------- ------ IP 
----- -----

VP 

Bomene sa Şpec I' 
NP 1° --- -vP 
I I ---

DP 
the film 

t t, V0 • DP 
( filmen 

Spec 
DP 
I 

(132) German Die Kinder sahen den Film. 

CP ._,,.. ~----
C' 

co ---- --. IP 
I 

sahen -------~pec - I' 
Die Kinder, DP VP-------- ----- 1° 

' t, DP ------- ---- V0 t, 
I --------de n Film t, 

https://biblioteca-digitala.ro / https://unibuc.ro



246 

There are two basic differences between the sentences above, having to do 
with the head parameter, and with the presence or absence of V2. English and Danish 
are SVO, while German is SOV. German and Danish are V2 languages, while English 
is not. lt is maintained that in the V2 pattems, the finite verb moves to Co. 

We now briefly review some properties of V2 languages, which can be 
adequately described under the hypothesis that the finite verb in sentences with no 
overt complementizer occurs in the position in which a complementizer occurs, when it 
is overtly present. 

In OV languages, there is a clear contrast betwcen root clauses, where the verb 
occurs in second pos;tion, and embedded clauses, where it is sentence-final 
(examples(l33)). This clearly shows that there is V - Movement in root clauses. 
Secondly, in both OV and VO languages, there is complementary distribution between 
complementizers and finite verbs, noticeable both by comparing root and embedded 
clauses, and by examining those verbs that allow V2 in their embedded clauses 
(examples (134, 135)). This complementary distribution bas been interpreted as an 
indication that the finite verb prevents the occurrence of the complemetizer, occupying 
its position. Moreover, in declarative clauses, if the verb shows up in c0 one other 
constituent (the object in (134b, 135b) and the subject in (134d) is topicalized, 
appearing in Spec C', so that the verb occurs in second position, while a lexical 
Complementizer is sentence-intial. 

(133) Ge. 

(134) Ge 

(135) Da 

a.Diesen Film haben die Kinder gesehen. 
b.Er sagt, [ dass die Kinder diesen Film gesehen..hab.!.n] 

a.Er sagt, [dass [die Kinder diesen Film gesehen haben] 
He says that the children this film seen have 
b.Er sagt, [ diesen Film haben [die Kinder gesehen]] 
He says this film have the children seen 
c.Er sagt, [dass [die Kinder diesen Film gesehen babeni] 
He says that the children this film seen have 
d.Er sagt, [die Kinder haben [dicsen Film gesehen]] 
He says the children have this film seen 

a.Han siger [at [bomene har set denne film]] 
b.Han siger [denne film har [homene set)] 

Another kind of supporting cvidence, this time also valid for English, comcs 
from conditional clauses, where two versions are allowed, one headed by the 
complementizer if, the other headed by the finite verb that bas moved to Comp. Again 
the finite verb and the complementizer are in complementary distribution: 

(136) Ge 
E 

a.Wenn ich mehr Zeit gehabt hattc, ... 
b.Ifl had had more time 
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a. Hătte ich mehr Zeit gehabt 
b.Had I had more time. 

lt may be Iess than clear at first sight that in VO / OV root clauses when the 
verb shows up after the subject, the verb is in C0

, not in 1° ( as claimed, for instance by 
Travis (1991)). The crucial remark bere is that in any root clauses of V2 languages only 
one constituent may occur left of the verb. Nothing can precede the subject in (139), 
although adverbials may precede the subject in English, a non-V2 language (examples 
(138). The position left of the verb, is thus the unique leftmost position in clause 
structure, and this position is Spec C'. Topicalization in V2 languages must be viewed 
as Movement to SpecC', entailing movement ofthe verb to C0 . In contrast, in English, 
topicalized constituents may also be adjoined to IP. Compare: 

(138) E. 

(139) G. 

The children saw the film yesterday. 
Yesterday, the children saw the film. 
*Yesterday saw the children the film, 

Die K.inder sahen diesen Film gestem. 
"'Gestem dic K.inder sahen diesen Film. 
Gestem haben die K.inder diesen Film gesehen. 

r In sum, the differcnt properties reviewed above justify the ~nalysis of V2 as 
~ovement of the finite verb to the complementizer position. At the same time, the 
unique phrasal constituent preceding the verb, occurring in sentence-initial position, is 
assumed to occupy the unique Spec C' position. The proposed clause structure provides 
an adequate descriptive mechanism for the V2 phenomenon. 
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Chapter 9 

REFERENTIAL RELATIONS IN GRAMMAR (I) 

BINDING THEORY 

1. Preliminaries on reference. 
0n one important acceptation of the term, reference or denotation is a 

semantic relation that holds between a /anguage and a referent. Language is about 
something, a word is a sign for something, a conception which is very distinctly 
expressed in Ogden and Richards' view ofthe linguistic sign, shown in (1). The sign as 
material representation sends to a concept; this is supposed to be a causal relation, and 
the concept, likewise causally, sends to an object or referent. The relation between 
words and objects is mediated by concepts. lt is this relation between words and objects 
that is called reference. For instancc, the NP Noam denotes the individual called Noam, 
the NP the president of the US refers to the unique individual, who is the president of 
the US at any one time. 

(I) concept 

~ 
obj ect------------------ --word 

As already discussed, other types of expressions denote other types of entitics 
than unique individuals. For instance, one-place predicates Iike sleep, red, horse denote 
property-sets, e.g., the sets of individuals denoted by the properties of being asleep, 
being red and being a horse. Sentences like Bill is asleep refer to states of affairs which 
may be true or false. lt appears that the referents of NPs, that is, unique, particular 
individuals, have ontologica! priority, because the referents of other expressions are 
objects constructed out of individuals. 

The reference of words is actualized in reference acts, in the sense that people 
use words (language) to refer to things. For instance, although the window may hardly 
be said to pick up a unique referent, in a particular situation, in a given context o_( use, a 
speaker may avail himself ofthis phrase to refer to the unique window which is salient 
in that particular situation. 

Refcrcncc, thereforc, is not a matter of grammar or syntax; it is a matter of 
scmantics and pragmatics. The distinction bctwccn syntax, semantics and pragmatics as 
branches of scmiotics (cf. Morris (1971 ), Camap ( 1947)) is probably familiar: syntax is 
thc study of rclations bctwecn signs (distributional relations), semantics deals with 
rclations bctwccn signs and objects (therefore, it is concemcd with the problem 
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of reference), while pragrnatics deals with relations between signs, objects and users. 
Reference and referential acts are part of semantic and pragmatic study. Although, as 
already mentioned, all designators (terms, predicates, sentences) have extralinguistic 
referents, for the purposes of syntactic description, it is especially NP reference 
that counts. 

1. 1. A moment 's thought on the way NPs pick up a referent will immediately 
show that not all NPs are alike, in the way that they establish a referential relation. For 
instance, personal pronouns, or the class ofthose NPs that have been labelled "epithets" 
(Lakoff (1968) may (indirectly) pick up an extralinguistic referent by means of an 
antecedent NP, -with which they share the referent. 

(2) a. Penelope cursed Peter, and slandered him; (pronoun). 
b. Mary kicked Fat Max when the bastard insulted her (epithet). 

Syntax is interested precisely in re/ations of coreference. There are 
configurations where the relation antecedent-pronoun is possible, therefore, coreference 
is allowed, and there are situations where coreference between a pronoun and an NP is 
impossible, so that the pronoun and the NP must have disjoint reference. 

(3) a.Nixon; didn't have any money about him;. (obligatory coreference) 
b.Nixon; is not disturbed that hej is unpopular. (possible coreference, 

he may refer to Nixon or to some other persan) 
c. *He, is not dishlrbed that Nixon, is unpopular. ( disjoint reference, he 

may not refer to Nixon). 

A first thing that needs to be understood-is that not all pronouns may contract 
the syntagrnatic relation antecedent NP-pronoun. The category of pronouns as a 
distributional class is set up paradigrnatically. Pronouns are elements that share most (if 
not all) ofthe privileges of occurrence ofNPs. 

(4) a. The man/He/Who/Everybody/NobodyfThis is here. 
b. I rely on this man/him/everybody/nobody. 

Generally speaking, coreference relations hold between those NPs and those 
pronouns that designate unique, particular individuals: proper names, definite 
descriptions (NPs headed by the definite article or by a demonstrative, e.g., the King of 
France), personal and possessive pronouns, reflexive and reciproca/ pronouns. Ali of these 
are called singular terms, i.e., designators whose referent is a particular individual. 

Singular terms and non-terms are conveniently kept apart by a number of 
inferential tests, whose validity depends on the term 's picking up a well-dcfined 
particular individual. Let us examine these tests, which oppose singular terms and 
quantifier phrases. 

a) Existential generalization is an inference which relates terms and existential 
quantifiers, by saying that if some term t (in fact, some term designated individual) has 
some property P, therefore, if one can assert that 't is P', or P(t), then one is entitled to 

assert that there is somcbody that has property P, or 3xP(x), as in the following example: 
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Alice walks faster than you. P(t) 

Somebody walks faster than you. 3xPx 

This test may show that nobody (and also no man, no boy, etc.) is nota term; it 
does not denote an individual, therefore, from (6a) it is not possible to conclude (6b): 

(6) a. 
b. 

Nobody walks faster than you. 
Somebody walk.s faster than you. 

b) In the case of singular terms, when a conjunction of two sentenr.es l\(t) and 
Plt) is asserted about some t, it is possible to infer that there is some individual that is 
both P1 and P2• This inference, whose validity for singular terms can be seen in (7), fails 
for indefinite pronouns like someone/something, which are existential quantifiers. 

(7) 

(8) 

a. 

b. 
a. 

b. 

John met Jane at the reception and Susan also met Jane at the 
reception. 
There is someone that John and Susan met at the reception. 
John met someone at thc opera and Susan met someone at 
the opera. 
There is someone that John and Susan met at the opera. 

c) A third typical inference for individual expressions is that from a premise of 
type 'lt is true oft that P1(t) or Pit)' to 'P1(t) or Pit)'. This inference rightly excludes 
the indefinite pronouns everything/everybody (and phrases like every woman, every boy 
etc.) from the category of terms. Compare the valid inference (9), involving the 
individual expression John, and the invalid inference ( 1 O), where the universal 
quantifier bas replaced the term: 

(9) 

(10) 

a. 
b. 

a. 

lt is true of John that he is either a doctor or an engineer. 
John is a doctor or he is an engineer. 

lt is true of everybody in this class that he is a student or he is 
a musician. 

b. Everybody is a student or everybody is a musician. 

Thus, these criteria ( cf. Dummet ( 1973)) successfully manage to distinguish 
between individual expressions and quantifiers, within the syntactic category of NPs. 
Terms refer to particular individuals, quantifiers refer to the sizc of a set; if we take the 
set ofmortals, 'x is mortal', then Everybody is mortal says that all the individuals in the 
set are mortal, i.e., Vx(x is mortal), in other words, 'mortality' has thc second order 
attributc of being a universal property; similarly, Nobody is immortal says that therc is 
no individual x that is immortal, - 3x(x is immortal), i.e., the property of immortality is 
not instantiatcd. Quanificrs bind variables and express properties of scts. Quantifiers do 
not establish coreforence rclations with antccedents. Notice that personal pronouns and 
reflexives may function as bound variables with respect to quantifier phrases: 
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No prudent man will drive when ~ is drunk. 
Evei:yone in this class admires himself. 
Arthur Smith drove while ru;_ was drunk and got killed. · 

Thus, while in (1 lc), he refers to the particular persan Arthur Smith, in (I la). 
he refers to no particular persan; it is simply a syntactic place holder, a variable bound 

by the ·negative quantifier phrase no prudent man. 
We retain that indefinite pronouns (and NPs headed by indefinite determiners 

like every, no, some, al/, many, a.o.) semantically act as quantifiers, and that they do 
not establish syntagmatic coreference relations with other NPs. 

The class of quantifiers also includes interrogative and relative pronouns:, who 
what, which. Semantically, they are best viewed as class/property fonning operators. 
Intuitively, while the sentence Noam is smart expresses the proposition that Noam is 
smart, the relative clause who is smart expresses the property ofbeing smart, or denotes 
the class of individuals who are smart; who acts on a sentence that bas a free variable, 
e.g., 'he is smart' or 'x is P', and tums this into a class/property expression, who is 

smart, or 'who is P', designating the set ofthose x's that are P, i.e., Â.x(x is P). Relative 
and interrogative pronouns bind variables and take scape over sentences. The 
property/class designated by a wh-pronoun is then predicated of the antecedent in a 
relative clause constructi"on, or ofthe expected answer in an interrogative construction. 

(12) a. Mozart, who is a perfect embodiment ofa genius, is my favourite 
composer. . 
b. 'Who is your favourite composer?' 'Mozart' 

Sentence (12a) says that the property of being a perfect embodiment of a 
genius can be attributed to Mozart, or that Mozart is in the class of those individuals 
who are perfect embodiments of the idea of a genius; the question/answer pair in ( 12b) 
attributes to Mozart the property of being my favourite composer. Therefore, 
wh-pronouns are also quantifiers, logica) binders of variables that take sentence scope. 

2.Binding. 
One module of the grammar is concemed with coreferencc relations within 

sentences, relations establisbed between (overt) pronouns and antecedent NPs, relations 
which involve singular terms. This is the Binding module. Binding theoi:y defines the 
syntactic domains where a pronoun may, must or cannot have an antecedent. From the 
point ofview oftheir referential potential, NPs fall into the following categories: 

a. anaphors (reflexive and reciproca! pronouns) - anaphors cannot function in 
the absence of an antecedent. If an anaphor is used in a sentence, and there is no 
appropriate antecedent, the sentence is simply ill-formed: 

(13) *Themselves came late. 
*Each other are in Iove. 
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b. pronouns - personal pronouns are full referential expressions. They may 
directly send to a referent in a context: He is my brother (with pointing gesture). 
Syntactically, too, they do not need antecedents for well-formedness. The only thing 
syntactic theory should specifiy for them are the environments, where coreference 
relations are not allowed within a sentece with severa! NPs. For instance, in (14) below, 
coreference is prohibited. 

(14) a. 
b. 

They saw them,,
1 
.• . ' 

Near Dan,, he, saw a snake . 

In (14a), them cannot be interpreted as designating the same group of people as the 
subject they ; similarly, in (14b), Dan and he cannot refer to the same individual, but 
must have disjoint reference. 

c. lexical NPs refer intrinsically, and their reference is not restricted by 
syntactic principles: The English in the end defeated the French. There are, however, 
certain categories ofNPs which behave more or less like pronouns in showing different 
degrees of anaphoricity (see (2b) above ), but this does not invalidate the general point. 

2.1.Principles of Bindhg Theory. The LGB account of Binding Theory (=BT) 
introduces the important concepts of binding and goveming category defined as follows: 

(15) Binding: 

ex binds B iff, 

a. ex c-comrnands B; 
b. ex is coindexed with B. 

Binding defines a coreference relation between an element B and a 

c-commanding antecedent ex. 
(16) Goveming Category. 

y is the goveming category for 8, if it is the smallest projection which includes 
B, a govemor of B and a SUBJECT accessible to B. 

"SUBJECT" is a more technical term, which refers to "the most prominent 
nominal" in a given domain; this is: a) the subject in a non-finite clause, b) finite 
Inflection, that is, I0 [+Agr) (or the subject) in a finite clause, and c) the Genitive in 
specifier position in an NP domain (cf. John's Iove for himself ). The usefulness of the 
concept SUBJECT will be seen below: 

( 17) Accessibility. 
A SUBJECT ex, andin general some NP, ex , is said tobe accessible to 8, iff 8 

is in the c-comrnand domain of ex, and coindexing of (ex ,B) does not violate any 
principles of the grammar. 

More specifically, coindexing should not violate the i-within-i Condition, 
which prohibits the coindexation of one NP with a second one contained in it. The i-within-i 
condition holds for a variety of cases like those in ( 18), and its general form is ( 19). 
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*[NP the friends of [NP each other;]]; 
*[NP the friends of [their parents,H 

*c ..... o, ... 1, 

The relevance of the i-within-i Condition for accessibility and binding will 
appear in the discussion ofBinding and Control. 

The theory of Binding,(surnrnarized in (20) below), states three general 
conditions on the employment of anaphors, pronouns and lexical NPs: 

(20) Binding Theory: 
Condition. A. An anaphor is bound in its goyerning category (i.e. an anaphor 

must have an antecedent in in. governing category). 
Condition. B. A pronominal is free in its governing category (i.e., a pronoun • 

should not have an antecedent in its governing category; a pronoun should lack a 
c-comrnanding antecedent in its governing category). 

Condition. C. An R expression (a full NP) is referentially free (i.e., it should 
lack an asntecedent in any category. 

3. On the interpretation of anaphors and pronouns. 
Principles A and B are formulated so as to account for the basic 

complementarity of pronouns and anaphors apparent in core pairs of examples like 
the following: 

(21) a. [ Johni saw himself; in the mirror.] 
b. (Johni saw himj,,• in the mirror.] 
c. [[The members ofthe team], admire each otheri ]IP 
d. [[The members ofthe team}; admire themj,,•] 

In (21 a), the governing category (GC) for the reflexive anaphor himself is the 
clause ( =IP), since it is the minimal maximal projection containing the governor ofthe 
anaphor; i.e., the V, and a SUBIECT accessible to it, which is finite Infl (+Agr) (or the 
subject ofthe sentence; since the two are coindexed, it does not matter which ofthem is 
chosen to define the binding domain for the anaphor). 

Condition A says that within the domain defined by the GC, the anaphor must 
have an antecedent. The subject of the sentence is the required antecedent; it is in the 
appropriate domain and it c-commands the anaphor, therefore, it can bind it (i.e., 
coindex it). The same analysis applies to (21c); the reciprocal anaphor's GC is the clause; 
within this domain, the anaphor can be bound by the subject which c-comrnands it. 

Consider (21 b,d) now; the GC for the pronoun is again the minimal xmax 
which contains the governor of the pronoun, i.e., the verb, and also an accessible 
SUBJECT, i.e. finite Inflection (or the subject of the sentence); the GC is thus the 
clausc; the pronoun must be free in this domain, and indeed, we cannot understand the 
pronouns in (21 b,d) as coreferential with thc subject; the different referential index on 
the pronoun shows obligatory disjoint reference in this case. To understand the role of 
Inflection in binding phrases in English, Jet us examine the following examples: 
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• John, believes [ that [himself; is, smart ]IP]CP 
John, believes [himself; tobe smart]IP 

The GC ofthe reflexive anaphor himse/fin (22a) is the embedded clause, since 
it contains finite lnflection [1°[+ Agr]] which is a govemor of the subject (it m­
commands it) and which is also an accessible SUBIECT for the anaphor. Indeed, the 
coindexation of the subject with Inflection [+ Agr] is obligatory for Nominative 
assigrunent (by Spec-Head Agreement). Finite lnflection, thus, defines a GC, a binding 
domain, namely, the subordinate clause, inside of which the anaphor ought to have a 
c-commanding antecedent, but fails to have one; condition A is violated and the 
sentence is ungrammatical. Notice also, that Agr in Inflection may be an accessible 
SUBIECT. (i.e., it may define a binding domain), but it cannot be an antecedent 
(a binder) of the subject. The binding antecedent of an anaphor should be an argument; 
anaphors must he A-bound (bound from argument positions) and Inflection is not an 
argument. 

Consider now the rninimally distinct (22b): the subordinate clause is an IP, not 
a CP; moreover, it is a non-finite infinitive clause. The non-finite Inflection, TO, does 
not count as an accessible SUBIECT; Jet us try to determine the GC for the subject of 
the infinitive clause: the nearest govemor of the infinitive subject is the main verb 
believes, which assigns it case, and the nearest accessible SUBJECT is the finite 1°; the 
GC of the subordinate clause subject is the main clause in this case; in this binding 
domain, the anaphor himself is properly bound by the main clause subject John, which 
is a c-commanding antecedent, and the sentence is well-formed. 

If the anaphors are replaced by pronouns in (21 ), both sentences become 
acceptable, but there are differences in the interpretation of the pronouns: 

(23) a. 
b. 

John, believes [that [he", is honest]IP]CP 
John, believes [him,.,i to be honest ]1P 

In (23b), there must be di!>joint reference between the main clause subject and 
the subject of the infinitive, while in (23a), cor~ference of the two subjects is possible, 
but not obligatory. These differences follow from Principie B. In (23a), the GC of the 
pronoun is the embedded clause (IP), since lnflection is finite and counts as a govemor 
and an accessible SUBJECT. Principie B says that the pronoun should not have an 
antecedent in the embedded clause, and this is indeed the case; the pronoun is free to 
pick up an antecedent somewhere else in the context; e.g., it may be coreferential with 
the main clause subject. In (23b), since the embedded clause has non-finite inflection 
(TO), the GC of the pronoun is the main clause; and Principie B prcvents thc pronoun 
from being coreferential with any (c-commanding) argument in this domain; 
corcference ofthe two subjects is forbidden. 

The examples bclow show that the subject of a non-finite clause may define a 
binding domainfor an anaphor in object position: 
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They believe [Maryi to admire hersei[. ]IP 
. *Theyi believe [Mary to admire each otherJ[P 
Theyi believe [Mary to admire thell\t; ][P 

The GC for an anaphor or a pronoun in object position in the infinitive clause 
is the infinitive clause itself, since it is the minimal xmax containing the govemor of 
the anaphor/pronoun, which is obviously the verb, and also an accessible SUBJECT, 
which is the subject of the infinitive clause. The subject of the non-finite clause defines 
a binding domain within which an anaphor must be bound and a pronoun cannot be 
bound. Therefore, (24a) is well-formed, since the subject Mary is a c-comrnanding 
antecedent for the :maphor herse/f, inside the GC, which is the infinitive clause; (24b) 
is ill-formed, since there is no antecedent for each other în the infinitive clause; and the 
main clause subject is outside the GC, and cannot be an antecedent; in (24c), a pronoun · 
them can be used, since it is free in its GC; it has no antecedent in the infinitive clause, 
and it may optionally be coreferent with the main clause subject. 

3.1.Having examined the major examples of the IP paradigm, it is now 
possible to investigate the DP/NP paradigm. A Genitive in determiner position(actually 
in SpecDP, as shown in the previous chpater), which may correspond to the subject of 
an active sentence in English (John 's performance of the sonata/John performed the 
sonata), is usually referred to as the "subject" of the nominal phrase, and, as the 
examples below show, it can also function as a SUBIECT for binding: 

(25) a. Mary's knowledge ofherself 
b. Mary's pride ofherself 
C. their admiration for each other 
d. their Iove of/for each other 
e. their interest in each other 

As long as the DP has a SUBIECT, i.e., a Genitive in SpecDPposition, the DP 
counts as a governing category for any noun complement. If the DP has no SUBJECT, 
the whole clause containing the DP will count as a GC (since it will contain a govemor 
of the NP, the noun + preposition (see below), and a SUBJECT, i.e., the main clause 
subject or Inflection). This can be seen in (26), where the anaphor is bound by the main 
clause subject: 

(26) 

(27) 

a. 

b. 

a. 
b. 

They, expressed interest in each otheri. 

Theyi bought pictures of each other,. 

*They liked Mary's picture of each other. 
They liked Mary's picture ofthem. 

The example in (27a) shows that an anaphor inside an DP cannot be bound 
from outside the DP, if the DP has a subject of its own. Finally, as expected, the subjcct 
of an DP (i.e., the Genitive in SpecDP) has the clause as GC (see example (28)): 
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Tbey; value eacb otber;'s Iove. 
They; bougbt eacb otber;'s pictures. 

We are now in a position to account for tbe contrast in (29) below. 

(29) a. *we expect [CP that [IPeacb otberk willk win]] 
b. We expect eacb otber to win. 
c. Tbey; expect [CP tbat[IP[[eacb other;'s] books]k willk receive 

good reviews]]. 

lt bas already been explained wby (29a)(similar. to (22a) is ruled out: finite 
Inflection (=will) counts as a govemor and accessible SUBJECT for tbe subject, whicb 
is coindexed witb finite lnflection, under Spec-Head agreement; in (29a), altbougb tbe 
GC of tbe reciprocal subject is tbe subordinate clause, the anapbor bas no antecedent in 
this domain, in violation of principie A; this is wby (29a) is ill-formed. 

But tben, wby is it possible to bind the reciproca! from outside the embedded 
finite ciause in (29c)? Tbe answer is tbat tbe finite Inflection (wi/[) of tbe complement 
clause does not count as an accessible subject for tbe Genitive phras_e. Inflection will is 
coindexed witb tbe wbole subject phrase [[eacb otber;'s] books]k willk , and tbe i­
witbin-i condition does not allow a subpart ofthis phrase, namely, tbe Genitive phrase, 
to bave tbe same index as tbe wbole pbrase. So tbe Genitive phrase will "look for" tbe 
next SUBJECT up, and this is tbe SUBJECT of the main clause. Tbe GC for tbe 
reciproca! anapbor is tbe main clause, and tbe anapbor is bound in tbis domain by tbe 
main clause subject (whicb is a c-commanding antecedent). Tbese examples bring out 
tbe relevance of tbe i-within-i condition, and allow making tbe specification tbat (in a 
finite clause) finite Inflection must count as an accessible SUBJECT only for a subject 
tbat can be coindexed witb it. For object arguments, tbe subject ratber tban Inflection 
may count as SUBJECT. 

In sum, Principles A and B give a good account of tbe basic relation of 
complementarity in tbe basic distribution of anapbors and pronouns. 

3.2. Principie C claims tbat, while pronouns may bave a c-comrnanding 
antecedent outside tbeir GC, full DPs are intrinsically referential and sbould not bave a 
c-commanding antecedent at all. Compare: 

(30) a. 
b. 

John; said tbat beiii bad seen Mary on that day. 
*He; said that John, had seen Mary on that day. 

Like the pronoun he in (30a), the referential expression John in (30b) is free in 
its GC (=tbe embedded clause); nevertheless, sentence (30b) is ill-formed, since the 
proper name cannot have a c-commanding antecedent in any domain. 

lt has been suggested (cf. Koster (1987)) that Principie C sbould be viewed as 
a principie of discourse, rather than as a matter of configurational syntax; and, there are 
good grounds for defending such a view. The syntactic relevance of Condition C will 
be apparent in the discussion of Wh-Movement. 
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4. Localii)' principles and the parametrization of the Binding Conditions. 
ln the years that have elapsed since the publication of LGB, a lot of research 

has been done on binding phenomena; the consideration of a wider range of data from 
different languages enriched the typology of anaphors and led to a more flexible 
parametrized formulation of BT. 

We merely want to illustrate some of the results that have been obtained and 
the parameters of variation in the domain of Binding. Since Principie B îs a negative 
condition saying where pronouns should not be used, it can be viewed as a derived, 
elsewhere condition ( cf. Koster 1987); research has understandably concentrated on a 
proper formulation of Principie A. 

4.1. Mast researchers ( cf. Bouchard ( I 984 ), Aoun ( 1985), Koster (I 984, 1987), 
Manzini (1992)) insist that the relation R between an anaphor and an antecedent is one 
of strong dependency, having the following properties (cf. Koster 1984: 429 ff): 

a. Obligatoriness. Reflexives must have antecedents, whereas personal 
pronouns can remain unbound (.or even must remain unbound). 

(31) a. *I saw himself. 
b. I saw him. 
C. He saw himsel~. 
d. He, saw him,. 

b. Uniqueness ofthe antecedent a.. Personal pronouns allow 'split antecedents', 
i.e., two non-coordinated NPs may function as the 'antecedent' ofthe pronoun. 

(32) John, told Peter, that Mary, hated them,J . 

Them can be corefcrential with both John and Peter. This îs nat possihle for 
reflexives. In the example below, Jhe reflexive may be boujid by either of the preceding 
arguments, but nat by both, and this is why the plural form is noi possiblc. 

(33) Bill talked to George about himself/*themsclves. 

c. Prominence. lt is generally assumed that anteeedents c-command the 
anaphors they bind. 

(34) a. 
b. 

John is proud of himsclf. 
*[The mother of Jolml hates himself. 

ln (34a), John properly c-commands himseff; in (34b) the c-command 
condition is nat met and the sentcncc is ill-formed. Personal pronouns can bc 
corcfcrential with "antccedents" that do not c-command them. 

(35) a. [The mothcr of John[ hates him. 

d. Locality. Thc antecedent and thc anaphor should both bc in a fairly local 
domain, which in Chomskyan thcory was thc goveming catcgory, i.c., a configuration 
which included the anaphor and its govcmors. 
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Dependencies of this type are typical of care grammar and an clase scrutiny, 

characterizc a variety of unrelated constructions. For instance, the samc cluster of 
propertics is characteristic of structural case assignment. Case assignment was 
obligatory to satisfy the Case filter; there was a unique case-assigner which c­
commanded and governed the casc-assigncd NP. 

Notice that both casc assignmcnts and the antecedent anaphor rclation rely on 
the same minimal con(iguration: a matrix which includes the dependent element and its 
governor. Wc might factor aut thc definition of governing category into the following 
components: a) the minimal config1:1ration (i.c., thc smallcst xmax which contains thc 

anaphor and its governor); b) one more factor, which further delimits the boundary of 
thc antecedent-anaphor relation, and which Koster ( 1984, 1987) calls an "opacity 
factor". In the case of English, the opacity factor was the acccssible SUBJECT, that is, 
the subject in conjunction with finite Inflection. 

This analysis of the concept 'govcrning category' allows a parametrizcd 
statement of Principie A. We rctain principie (36) and will vary thc dcfinition of 
govcming catcgories for anaphors of differcnt languagcs 

(36) Condition A 
An anaphor must be bound in its govcrning category. 

Moreover, GCs themsclves do not vary at random: it is only the opacity 
factor(s) which can be different: the local domain containing thc anaphor and its 
govcrnor is an obligatory structure of thc GC. The opacity factors thcmsclvcs fonn a 
hierarchy, ranging from those opacity factors defining very narrow domains to more 
perrnissive ones (cf. Wcxler and Manzini ( 1987)). Thc examinat ion of cross-linguistic 
data will immediately reveal the necessity of a paramctrizcd definition of GCs. 

4.1. In fact, although English has a fairly restricted Binding domain, it is by no 
mcans a minimal Binding domain. As suggcstcd by Kostcr ( 1987), a minimal domain 
would spccifiy no opacity factor and it will bc identica! with thc first maximal 
projection containing thc anaphor and its govcrnor, i.c., thc VP. This domain accuratcly 
dcscribcs the distribution of thc anaphoric clitics in languagcs likc frcnch or 
Romanian. Thcsc arc always bound by thc subjcct of thc clausc, and can ncvcr oecur in 
PPs, APs, NPs, whcrc other pronouns have to he uscd. 

(37) Romanian a. El, se, spală [c, j. 

Frcneh 

b. El, îşi cumpără mănuşi [ c.]. 

e. *El e mândru de se. 

El este mândru de sine/de ci insusi. 
d. *\ubirca lui de se ' · 

iubirea lui de sine/pentru ci însuşi. 

II se lave Ic]. 
* II parlc de se. 

li parlc de lui-memc. 
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a. He, washes himsel( 
b. He, buys himsel( glovcs. 
c.Hc, is proud ofhimsel( 
d. his Iove for himself 

lf we accept the VP internai subjcct hypothesis. thc GC of Romanian and 
French anaphoric clitics can bc dcscribcd as the VP, since the subject in the D-Structurc 
of examplcs (37), c-commands thc DO and 10 positions, as can bc noticed in (39) 

English rcpresents a significant cxtension of thc GC in comparison with 
French or Romanian. In English, anaphors are rcgularly allowcd insidc govemed and 
subcategorized PPs (sec the English examples in (38 c,d)). lt is as if the govcming 
domains of Vs, As, Ns subsume that of the PP. 

(39) 
IP ---OP I' 
JO - YP 
I - - --

[O NP, VP ci 
' --I 

lave ii V" - NP_ se, 
I I' 

I Ic, I 
(40) 

IP 
OP -- r -
The boy, I''- YP --[ + T.ns, +Agr] NP - \IP 

I 

v· 
-----V - rr 

relics p- NP 
I 

h
1

imscl~ on 

Wc have alrcady mcntioned that in English, s11hcategorized prepositions may 
bc reanalyscd with verbs, so that the verb "inhcrits" thc govcming domain of the P, and 
thc objcct of thc P is govemed by V+P. Reanalysis w,s the manifcstation of a rclation 
bctwccn lexical hcads (X 0 ), where onc hcad (e.g., the Pin (40)) is the complement of 
the other (thc Vin (40)). Rcanalysis of x0 catcgories may bc accompanicd by Hcad-to­
Head movement (i.c., adjunetion of one head to thc othcr), or evcn by morphological 
mcorµoration ( cf.Baker . I 988 ). Koster ( 1987) spcaks of a more general property of 
s11cccssivc gvvernors, which he calls c~rnustyj<Jrmation. 

(41) "A dyna.<,ty is a chain of govemors. such that each govcmor (except thc last 
om·) gm·l'!'11s the minunai domain (i.c„ thc projection). contai ning thc ncxt govemor." 

Dynasties 'lie donnant' in lH; and they may bc activatcd by ccrtain agrecmcnt 
rclat1ons hetwccn thc govemors. For mstance. 11 may be rcquired that all the memhers 
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of the dynasty should be verbs in a certain mood/tense, or that all the members of the 
dynasty should govem in the same direction, etc .. In Koster's analysis, the V and the P 
in ( 40) form a dynasty; they agree in as much as they govem in the same direction, and 
they are both structural governors; moreover, the P is selected by the V; selection of 
the P by the A, N and govemment in the same direction seem sufficient for the 
formation of A+P and N+P dynasties, allowing the occurrence of the reflexive anaphor 
in any subcategorized PPs. 

The definition of GC does not change; it continues "to be the smallest maximal 
projection that contains the anaphor and a govemor of it, plus the relevant opacity 
factor (the first accessible commanding SUBJECT (i.e., subject, or finite Inflection for 
a subject anaphor)), but now 'govemor' may also mean 'dynasty of govemors' V+P, 
A+P, N+P. An anaphor in a subcategorized PP must have an antecedent in this GC; i.e., 
it must be bound within the c-command domain of an accessible subject or INFL. If 
this condition is violated, iii formedness results. 

( 42) Bill is very proud of himself/"'herself. 
They are in Iove with one another. 
In a way, I introduced him to himself/"'themselves. 

We could then define GC parametrically, as follows, showing the differcnce 
between English, on the onc hand, and Romanian and Frcnch, on thc othcr. 

(43) 

y îs a Goveming Category for an anaphor a iff 

y is the minimal X...,_ which contains a, and 

a. has the govemor of a Frcnch, Romanian clitics 
b.has a subjcct, or 
c. has a j+AGR]Inflcction English 

Notice that this hierarchy has the subset property, i.c., the contexts of 
occurrence of the reflexive clitics in French, Romanian forrn are included in the 
contcxts of occurrence of the reflexive seif in English. 

In Norwegian, infinitive verbs forrn dynasties with finite verbs, so that an 
anaphor (seg in ( 44)) in an infinitive clause may find its antecedent in the main clause, 
bccause its govemor is, in fact, the sequence V infinitive + V finite. Thc English 
cquivalent ofthc Norwegian sentence bclow is ill-forrned. 

(44) Norwcgian 

English 

Oiai bad oss IPRO snakkc om~. J (cf. Kostcr 
1987, 151) 
Oia, asked us IPRO to talk about himsel(.J 
'Oia asked us I PRO to talk about hirn]. · 
"'Oia asked us to talk ahout himself. 

' ' 
ln lcelandic, finite vcrbs in the suhjunctivc may forrn dynastics with an 

indicative tense. Noticc the following examples (cf. Freidin 1992: 268, 269): 

https://biblioteca-digitala.ro / https://unibuc.ro



(45) 

(46) 

Icelandic 

English 

Icelandic 

English 

261 

a. Jon, upplysti [CP hver hefili baria fil&.. 
.Jon revealed [CP who had-SUBJ hit seif. 

'John, revealed [who had hit him.)'. 
* John, revealed who had hit himsel( 

* Jon, upplysti Ier hver hafili baria sig, . 

Jon revealed [CP who had-lND hit seif. 

'John revealed [ who had hit him].' 

* John, revealed who had hit himsel(. 

Sentences (45a), (46a) differ minimally, the only difference îs that the 
subjunctive ofthe verb 'have' hefdi în (45a) is replaced by the indicative ha.fdi in (46a). 
lnterestingly, the subjunctive clause does nat define a binding domain, although it has 
finite agreement and its own subject [ hver - 'who' ]. The reflexive anaphor şig may be 
bound from outside the subjunctive clause, by the subject of the main (indicative) 
clause. The relevant opacity factor, delimiting a binding <lomain for the reflexive is 
indicative tense; this is clearly seen in ( 46a); the embedded clause in ( 46a) has an 
indicative tense and no longer allows the reflexive object sig to be bound from outsidc 
its clause. Thus, in lcelandic, a reflexive may be bound in a highcr clause domain, as 
Jang as the intermediate verbs arc in the subjunctive mood and may form dynastics with 
the first indicative tcnsc. Herc is onc more cxamplc: notit:e that the English equivalcnts 
ofthe lcelandic sentences are ungrammatical an thc intended readings. 

(47) Jon, scgir aa Maria viti aa Haraldur vilji ai\ Billi meii\i fil.&,. 
Jon says that Mary knows-SUBJ that Harold wants-SUB.l that Bill 

hurts-SUBJ himself. 

Infinitives in lcclandit: (clauses that do nat havc 1° [+ Agr] also do nat define 
binding domains (whcthcr they havc a subject, or nat) (cf. frcidin, 1992: 269, Kostcr 
1987, 151). 

(48) lcelandic 

English 

Jon, telur Lr mig, hafa svikia sig, J 
John bclieves me to havc betrayed seif. 
Johm belicves mc to have betraycd him. 
* John belicves [me to havc betrayed himsel( I 

Thus, the cnvironments that allow thc reflexive in Norv.'cgian form a proper 

subset of thosc that allow rcflcxives in lcelandic. Coming back to thc formulation of 

Principie A, we may say that an anaphor has to bc bound in its govcming catcgory; thc 

parametrizcd definition of GC suggcsted by this discussion might run as (49) (cf. 

Koster I 987:321 ); the diffcrcnt opat:ity factors define sut:eessivcly largcr and "more 

marked" binding domains ("more marked" because thc anaphor-antcccdcnt relation is 

tyµically local, not long distancc.) 
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y is a governing category for an anaphor a , if~ 

y is the minimal xmax which contains a, and 

a. has the govemor of a 

b. has a subject, or 
c. has an 1°1 + Agr], or 
d. has a Tensed Inflcction 
e. has an Indicative Tense 

Languagcs 

Frcnch, 
Romanian clitics 

Englishl 
Norwegian 
Icelandic 

The concept of governing category can thus be parametrized, and this accounts 
for one type of cross-linguistic variation in thc domain of the anaphoric relations 
studied by Binding Theory. 

4.2. A second important dimension in charactcrizing anaphoric proccsscs has 

to do with the antecedent. Wc havc so far allowcd that the antecedent is any argument 
in the givcn binding domain. The reflexive in the following English examples may be 
bound by the IO, as wcll as by thc subjcct. 

(50) a. 
b. 

I, told him
1 

about mysel~. 
I, told him

1 
about himscl~. 

lt has becn shown that not all arguments arc cqually goo<l bindcrs. In general. 

for many anaphors, thc preferrcd, if nc!Jt thc only possible antecedent, is thc suhjcct. Thc 

subject is the unmarkcd antecedent. Wc havc alrcady mentioncd thc casc of Romani an 

and frcnch reflexive clitics, which can only take thc subject as antecedent. 

Of late, attention has becn drawn to a class of "long distancc anaphors" 

(Giorgi( I 984)). Long distancc anaphors arc anaphors govcmcd by dynastics (i.c., by a 

scquencc of govcmors) and the rcquircd antecedent is thc highcst c-commanding 
subject, the NP, which is thc subjcct of thc dynasty. Let us consider the anaphor ser in 

Jcclandic (Kostcr, 1987, 321 ), which is a long-distancc anaphor. Thc suhjunctivc in thc 

complement clauses fonns a dynasty with thc indicative in thc main clausc. 

(51) Jon, scgir a Haraldur komi fyrst Maria bjod1 ser,. 
John says that Harold comcs-SUBJ smcc Mary invitcs-SUBJ seif. 

Thc minimal domain containing thc anaphor ser and an Indicative tcnsc is thc 

111a111 clausc (as shown ahovc, for Jcclandic). Both (masculine) suhjccts Jon and 

fiara/dur arc within this <lomam. so that both qualify as possihlc antccedcnts (for an 

ordmary anaphor. which is noi long distancc); howevcr, sincc ser 1s a long-distancc 

anaphor. only thc suhjcct of thc dynasty. that, is thc main-clausc suhjcct Jon 4uali fics 

as antecedent anJ thc scnh:ncc is not ambiguous. Giorgi ( 19!<4) points oul that thc 

Italian word propno is a long-distancc anaphor. Thc main clausc suhjcct in (52a) is thc 
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subject, while (52b) shows that a second intervening subject does not lead to ambiguity; 

the highest subject is the antecedent for long-distance anaphora: 

(52) a. Osvaldo pensava che quella casa appartenesse ancora alla propria 
famiglia. 
Osvaldo thought that that house belonged-SUBJ still to selfs family. 
b. Maria sperava che Osvaldo ritomasse in patria prima che ii fisco 
sequestrasse ii proprio patrimonio. 
Maria hoped that Osvaldo would retum SUBJ to his country 
before (that) the IRS sequestered-SUBJ the selfs estate. 
'Mary hoped that Osvaldo would retum to his country before the IRS 
sequestered her estate.' 

Maria is the only possible antecedent, in spite of the fact that both Maria 

and Osvaldo are c-commanding subjects în the mimimal domain containing 

Indicative Tense. 
When an anaphor shows preference for the subject, it is said that it shows 

subject ef(ects. Long-distance anaphors show subject effects. 
While subjects are particularly good antecedents, arguments in PPs are less 

good antecedcnts; generally, an argument in a c-commanding PP may serve as an 
antecedent (only) for an anaphor, which is a PP. 

(53) a. 
b. 

a book by John about himself 
I talked to John about himself 

c. Am fost de acord cu Ion asupra lui însuşi. 

In the beginning of this chapter, wc generally spoke about anaphors and 
pronouns and stated the binding conditions, as if they wcre valid for all anaphors and 
pronouns alikc. Closer examination of thc facts has acknowlcdged the existence of 
particular subclasses of anaphors that showcd individualized behaviour, such as thc 
long-distance anaphor; in fact, we expcct that even in the same language, distinct 
anaphors may cxhibit (slightly) diffcrent bchaviour. Anaphoric elements are among the 

fimctional constitucnts of a languagc and it has often been stressed that a highly 
idiosyncralic behaviour is among the defining propertics of functional catcgories. 

Thus, even in English, thcrc arc differcnces in thc distribution of the reciproca[ 
and the reflexive pronouns. To givc just one cxample, reflcxives cannot be used as 
Genitive detenniners in English: 

(54) They bought each other's books. 
** They hought themselvcs's hooks. 

Thc differcnce between reflexive and reciproca! pronouns is greatcr m 
Romanian, which uscs complex reciproca! fonns 'un11!. ... altul '. They count as one 
constitut:nt/argument of the scntcnce, but exhibit a complex binding pattcm. The first 
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pronominal unul is bound by thc subjcct, and has Nom Casc [transmitted through chain 
formation to a non-govemed position]. The second argument is case-marked by the 
verb or by the preposition). 

(55) a. Ele depind una de alta. ( cf. a depinde de-) 
b. Ei luptă unii contra altora. (a lupta contra-) 
C. Ei se iubesc unul pe altul. (a iubi-) 
d. Ei (~i) aparţin unul altuia. (a aparţine-) 
C. Ei vorbesc unii cu alţii. (a vorbi cu) 

Coindexation of the DO/IO argument position with the subject explains the 
doubling of the reciproca! by a reflexive clitic with regular transitive verbs (a iubi, a 
critica, a spăla ... ) quite apart from the existence of inherent reflexive/reciproca! verbs 
(a se lupta cu, a se vorbi rn) (for more on reciprocals in Romanian and rclated 
languagcs see Pană 1974, Comilescu and Urdca (1987), Aoun (1985)). 

Another, vcry common phenomenon is the fact that the same fonns may 
function as both anaphors and pronouns. In Romanian, Frcnch a.o., therc is homonymy 
bctwecn thc personal and the reflexive pronoun in thc first and in thc second persan. 

(56) a. El mă vede în oglindă. [personal pronoun) 
b. Eu mă văd în oglindă. [reflexive, anaphor) 
C. El îl vede în oglindă. I personal pronoun] 
d. El se vede în oglindă. [reflexive anaphor) 

A similar case is that of possessive forms in English, which have pronominal, 
as wcll as anaphoric uses (cf. alsa Kostcr 1987: 343). 

(57) a. 

b. 
c. 

John, rathcr likcs his,1, style. 
He, broke his;,•, neck. 
They, admire each other,'s style. 

[pronominal usc) 
[ anaphoric use] 

This brings to light thc further important problem that anaphors and pronouns 
arc not always in complemcntary distribution. One way of dealing with this problem is 
to formulate slightly different govcming catcgories for Principles A and B, as 
intcrcstingly proposed in Chomsky ( 19866 ). Altematively, we may say that there is an 
area of care cases, whcre anaphors and pronouns are indccd in complementary 
distribution, an arca which allows the leamer to acquire the basic distinctions betwecn 
pronouns and anaphors. Principie B is a negative condition prohibiting the usc of 
pronouns in ccrtain environmcnts, where anaphors must bc uscd. The effects of 
Principie A, for instance, havc an all-or-nothing character: a sentence with a reflexive 
that is not bound is cntircly ungrammatical. Thc existence of Principie B can he 
infcrrcd, if wc assumc that in lcaming a languagc there functions a vcry natural anti­
rcdundancy principie. "According to such a principie, positive cvidence for a binding 
rclation for an anaphor in somc domain automatically lcads the language lcamer to 
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infer that other anaphors/pronouns are excluded in the domain in question." [Koster 
(1987: 351)). Thus, a child receiving positive evidence for binding of himselfin (l l3a), 
automatically infers that othcr items such as him cannot be bound in the same context. 

(58) a. 
b. 

John washes himself. 
* John washes him. 

The principie in question can be formulated as follows: 

(59) Each domain definition specifies the binding properties of at most one 
type of anaphor/or pronominal. 

If(59) is part ofUG, one can account for the contrast between (58a) and (58b), 
without Principie B. A positive condition like Principie A would suffice, together with 
the establishment of the independcntly necessary lexical-type distinction betwcen 
anaphors and pronominals. If it is leamed that anaphors are bound in a GC of some 
type, it follows from (114), that pronominals are not bound in this GC. 

In practice, there is, however, a marked periphe,y of overlap between pronouns 
and anaphors, and betwecn synonymous anaphors/pronouns. In English, there is 
significant pronoun/anaphor overlap in thc usc of adjunct PPs, and more gcncrally in 
the usc of PPs which are not clearly pcrceived as subcategorizcd. 

(60) He frequently heard stories about hirn/about himself. 

A second phenomenon of mark~dncss in English and many other languagcs is 
that exceptionally, anaphoric forms are uscd in the absencc of c-commanding 
antecedents in violation of Principie A, asin (61) bclow. 

(61) Faith in himself is John 'spre vai ling quality. 

An interesting point of view in the mattcr of these markcd phenomcna is that 
advanced by Bouchard (1984), who suggests that anaphors may be dcfined at three 
levels: morphologic, semantic, syntactic: a) From a morphologic point of view, 
anaphors are those formatives containing a morpheme which is normally associated 
with an anaphoric reading(R: se I îşi lunul. .. altul, E: se?f leach. .. other lone ... another 
etc.). b) From a semantic perspective, anaphors are clements that cannot be interpreted 
in the absence of a linguistic antecedent. c) From a syntactic perspective, anaphors are 
defined as precisely those elements that function in the configuration defined by 
Principie A. It goes without saying that in the unmarked core cases the three criteria 
coincide (Himse?f in He saw himself in the mirror is an anaphor by all these critcria). 
The most important property of forrns which arc morphologic and semantic reflexives, 
but not syntactic reflexives is lack of a c-commanding antecedent: 

(62) a.A fear of himself is John 's greate st problem. 
b.This is a p1cture ofmyselfthat was taken years ago. 

A second striking property of morphologic and semantic, but not syntactic 
anaphors is that thcy may have two antecedent NPs in diffcrcnt structural positions, 
aganinst thc basic rule that syntactic anaphors should havc unique anteccdcnts. Split 
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antecedents represent a property of pronouns, distinguishing them from anaphors, as 
already shown above. 

(63) The rich gir! showed her husband a picture ofthemsclves. 

The similarity of false anaphors and pronouns alsa comes aut in thc fact that 
they can bc coordinated. 

(64)Tom supposed that the letter had bcen addressed to Ann and himself. 

It will remain true that, for semantic rcasons, even a false anaphor needs an 
antecedent in the domain of the first SUBJECT, a condition which is met in all the 
examples (60)-(62). 

Let us retum to the problem of PPs; the status of a PP is somewhat problematic 
for PPs, in as much as the notion 'subject' (crucially involved in dcfining GCs in 
English) does nat seem to be relevant for PPs. Thercfore, from the point of view of 
Binding Theory, languages may deal with thc catcgory PP in two ways; the prcposition 
may be reanalyscd so as to include thc PP in anothcr govcming catcgory which has a 
SUBJECT. As shown above, this is what happens with subcategorized prepositions in 
English. Under reanalysis or dynasty formation, a subcatcgorizcd PP has exactly thc 
same behaviour as a non-prepositional argument of thc verb. 

(65) a.He saw him. 
b.He saw himsclf. 

c. He lookL"I.~ at him. 
d. He looked at himsclf. 

Altematively, thc PP m*-.i'y be takcn as a (defective) Cl'C itself. Thc uniquc 
objcct of a prcposition cannot have. an antecedent insidc thc PP; tfihcforc, syntactic 
anaphors arc disallowed and pronouns are cxpcctcd to bc used. A pronoun may or may 
nat havc an antecedent outside its GC, i.c., outsidc thc PP. This is how English 
regularly treats adjunct (adverbial) PPs. As rcmarkcd by Poutsma( ! 929-1949): "In 
advcrbials, thc personal pronoun is uscd practically to thc cxclusion of thc reflexive 
pronoun". 

(66) He saw a snake [ncar him /*himsclf].,,. 

He saw a snake [ ncar her lrr· 

(67) I pushcd it away from mc/*mysclf. 

Thcrc arc, howcver, situations of frec variat ion, sin<.:c, unsurprisingly, thc 
bordcr-linc arca separating argumcnts from adjunc.;ts is, fuzzy. 

(68) a. He took thc girl's hand and drcw hcr to him/himsclf .I cf. Poutsma I 
b.John hcard storics about him'himsclf. 
c 1t distrcsscs me to sec him sit working Iistlcssly. now and agam 
staring fixcdly in front of himself. I Poutsma] 
d. A simple clderly offficcr staring camcstly in .front of him. 
[cf. Poutsma[ 
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There arc also idiomatic constructions, and examples of semantic 
specialization, mainly as a resuit of historical development, given that Old English did 
not have reflexive pronouns; here is one example: 

(69) a. Between ourselves, threc pounds is not bad for a day's work. 
b. Betwecn us, we caught the mouse and threw him into a pai! of 
water. (between ourselves 1:- bctween us) 

Following Bouchard's suggestion, one may rcgard the anaphors in adjunct PPs 
as semantic anaphors, rathr !han syntactic ones (sincc they arc not bound inside thc GC 
which is the PP itself). Semantic anaphors need antecedents in configurations which arc 
looscr than those stipulated by Principie A, but are nevertheless definalbe in terms of 
the hicrarchy ofdomains in (49) andin terms of 'subject effects'. The reflexives in PPs 
are normally bound in the nearest SUBJECT domain, as shown by the examples below: 

(70) *He pul it near herself. 
He put it near him(self). 
He was staring fixedly in front of himself. 

However, semantic rules, unlike syntactic priciples, may be, and are, often 
overridden by pragmatic factors of discourse, linguistic and extralinguistic context, 
idiomaticization, etc.; all these factors may come into play in retrieving the antecedent 
of a semantic anaphor; for instance, in (69a), the reflexive is understood with respect to 
an unexpressed speech act verb that (implicitly) prefaccs any statement: '(! TELL YOU) 
between ourselves /Tl!AT/. three pounds is noi bad for a day 's work ·. lt is preciscly thc 
existencc of such problems that forces on the analyst thc distinction between Corc 
grammar and periphery, bctween unmarked and marked use, in this particulart casc, 
between syntactic and semantic anaphors. 

The actual choice between personal and reflexive pronouns in adjunct PPs 
scems to be control led by a pragmatic principie of disambiguation ( cf. Bouchard 
(1985)), given in (71) and infonnally saying that corcference has to bc explicitly 
markcd by use of an anaphor whcn it is hard to gucss. Principie (71) is rcflccted in thc 
cxamples in (72-74).Thus, an anaphor nced not be used when corefcrcnce is guaranteed 
by the semantics of the sentence, as in cxamples (71 ), but an anaphor is necded 
whcncver disoint rcfcrence is expectcd (examplcs (74)). 

(71) The Iess predictable the corefcrence between thc subject and the PP, the 
more predictable thc occurrence of a reflexive forrn will be. 

(72) Obligatory corefcrencc: him/*himself 
a. He has all his wits about him/*himsclf/*Bill 
b. Thc mclody has a haunting character to it/*itself. 

(73) Possiblc corefcrence: himihimself 
He drcw hcr to him/to himself 

(74) Improbable corcfcrencc: "'him/himsclf 
John tumcd his friends against himself/*him 
Victor often chats with "'him/himself. 
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To conclude our discussion of binding, Jet us examine PPs in Romanian. In 
this language, PPs are treated as independent GCs. Personal pronouns (full fonns not 
clitics) are used in both subcategorized and nonsubcategorized PPs even when coreference is 
intended; the pronoun may have an antecedent outside its GC, which is the PP. 

(75) Ion, nu mai depinde numai de elili. 
Ion, a pus cartea lângă el,. 

Since reflexive clitics bind only non-prepositional arguments, syntactic 
anaphors and syntactic pronouns are in complementary distribution in Romanian. A~ 
expected, since Romanian has a full reflexive pronoun, 'sine', and an emphatic pronoun 
which is alsa used as a reflexive, 'el însuşi', it is not surprising that these reflexives 
alternate with thc personal pronoun for cmphasis or for clarity: 

(76) a.Se iubeşte pe ci mai mult decât pe ceilalţi. 
Se iubeşte pe el însuşi mai mult decât pc ceilalţi. 
Se iubeşte pe sine mai mult decât pe ceilalţi.I 
b.Ion, i-a vorbit lui Vasilei despre e~ I despre ci însuşi~/ despre sine„ 

Sine/el însuşi are best viewcd as semantic anaphors, sincc they may occur 
without c-commanding antcccdents: 

(77) Teama de sine, /de el însuşi, este cea mai mare problemă a lui Ion,. 

As expected, therc _arc domain conditions on thc usc of sine/el însuşi, i.c., they 
need antcccdents in domains that will havc to bc specificd, as can be sccn by pcrusing 
examples like thc following: 

(78) Ion vorbeşte despre ea/*despre-ca însă~i. . . . . 

S-a vorbit numa, despre smc. 
Maria a rugat ca Petru să nu mai vorbească des1Jre ca /el însusi / * I J I • J 

despre ea însăşi, / despre sine,,., 

Thc choice of thc competing refle.)(.ive/pcrsonal pronouns seems to bc iuided by 
t~c same functional priciples of disambiguation aqd emphasis; whcn corefcrencc cannot 
be mferred, ii will bc marked explicitly; when corcfcmce is conceptually obligatory, 
ovcrt marking is unnecessary or prohibited. 

(79) Obligatory corefcrcnce cl/*'.1sinc 
Ion avea toţi banii la cl/*'!sine. 
Possiblc coreference 
Ion c mulţumit de ci/de sine. 
Unlikcly corcference: *9 cl/sine 
Cine i-u fi făcut cunoştinţă lui Maiorescu cu sinc:'*el. 

This cnds our d1scussion of prim.:iplcs A and B, the central statements nf 
Binding Theory. 
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Chapter 10 

REFERENTIAL RELATIONS 1N GRAMMAR (II) 

THE INTERPRETATION OF BASE GENERATED 
EMPTY CATEGORIES. CONTROL THEORY 

1. Why the Grammar needs empty categories. 
In the preceding Jectures, we have established the validity of the Projection 

Principie, which (in a revised form) required that the lexical features of predicates, 

(i.e., !.ubcategorization and 8-grids) be represented at all syntactic Jevels (D-Structure, 

S-Structure, LF). At the same time, the 8-Criterion requires that each 8-role in a 8-grid 
should be discharged to some argument position. Consider now the following pairs of 
examples: 

(I) a. John slept in class yestcrday. 
b. John, prorniscd [[ci, not to slecp in class again tomorrow.] 
c. She pcrsuadcd John, [that hc,should lcam Grcek.] 
d. She persuadcd John [[c] to !cam Greck.] 
c. Nimeni nu citeşte. 
f. Citeşte. 

Since the lexical propertics of the verbs E sleep. learn, R citi cannot havc 
changed from one example to thc next, it must be the casc that therc is a subjcct position 

in ( I b, d, f), a position fi lied by an empty category and whcre the subjcct 8-role is 

discharged. The joint action of the Projection Principie and the 0-Criterion is thc first 

source of empty categories in thc grammar; it is the source of basc-gcnerated empty 
catcgories. The content of a basc-gencratcd empty category may bc retrieved through a 
relation with an antecedent NP, asin (I b), (Id); a base-generated nominal, identificd by 
another DP is notated PRO; altematively, an empty subject, which is merely identified 
by Inflcction, as in ( 1 f) will be notatcd pro. 

We have also scen that Move a may move a constituent indcfinitcly far away 
frnm its initial D-Stmcturc positio~. 

(2) a. Bill's brother is in Iove with Cynthia. 
b. Who, is Bill's brother in Iove with t,? 
c. Who, does Bill belicve that his brother is in Iove with t,? 

Thc displaccd constituent has travelled to a position which indicatcs ncithcr its 

U-rolc, nor its case/ function since all thc tics of the DP with the verb that liccnscd it 
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have been severed .. Since the interpretation rules operate on S-Structures and LF, aftcr 

Move a, and since information regarding the function and role of the DP is relevant for 

semantic interprctation, this information must be retricved by chain-formation. In the 
prcceding lcctures it has been shown that moved constituents leave traces behind and 

that traces must be properly govemed. Movement is thus thc sccond source of cmpty 

catcgories, the source of traces. 

2.The content of an empty category.(EC) 
In previous lcctures, wc have identified two types ofproblems that relate to ECs: 

a) formal licensing, i.e., what principie of the grammar authorizes the existcnce 

of thc EC. For instance, an EC may he licensed by the 8-propcrties of a predicate (as in 
(I)). The requirement of formal licensing for ECs, follows from the principie of foii 
Interpretation, demanding that all the clcments of a represcntation should be justifiablc. 

b) identifica/ion of the ECs; since speakers know, all they need to know of the 
content of an EC, it follows that thc C.irammar possesscs subtheorics stating the g~ncral 
conditions of EC interpretation; thc identification of an empty head through head feature 
trensmission discusscd in chaptcr 8. thc thcory of chains, thc theory of Control arc such 
mcchanisms and thcories bearing 011 thc 111tcq1retation of cmpty catcgorics .. 

Regarding the content of an EC, a rcasonable hypothesis to entertain is that thc 
internai propertics (i.e .. the content) of EC' represent a subset of the set of propertics of 
lexical noun phrases; moreover. wc assumc that "this subset contains the minimal 
propcrties requircd for an DP to he an argument (cf. Bouchard. 1984). 

lntuitively. an argument is a refercntial DP, whieh dcnotes an cxtralinguistic 

referent, an object, in somc domain of discoursc D. Thc C.irammar accordingly includes 
thc following principie: 

(3) Principie of Denotability 
An nominal phrasc will dcnote an objcct in the domain of refcrencc D. only if 

that nnminal phrase has a R(efcrential)-indcx. 

(Sincc nothing in what follows hingcs on the distmction NP/DP, the older, more 
familiar notation will be used for the noun phrasc). Let us accept, conscquently, that an 
R-indcx is an obligatory feature among the internai properties of a nominal EC, 
guarantcemg thc semantic wcll-fonncdness of the nominal EC. 

Sccondly, for the proper functionmg of syntax, thc morphn-syntactic foaturcs of 
genJer, number. person of an EC must also bc spcc1fied. Onc rcason why thesc fcatures 
arc ncccssary is that ECs may serve as anteccdents of anaphors or as heads in ( othcr) 
agn:cmL·nt prnccsscs, as shmvn bclow: 

(-l) a . .!olm was askcd lhlm PR0,1 to bcha,c lmcs..:lfi in publici. 
b. They, diJn 't kunw I how PRO, to prcparc thcmsclvcs, for thc c,·entl. 
c. pru, au fost lovi\i, 
J. prn, a intrat. abătut;i, 
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An EC is therefore spccificd for thc inhercnt grammatical categories of the NP, 
gender, number, persan, the so-called F-features.To conclude, the R-index and the F­
fcatures constitutc thc crucial part of thc content of an EC. Thc R-index is requircd for 
the ·NP to function as an argument, while thc F-fcatures arc nceded in agrecmcnt 
phenomcna. In this way, an EC actually has thc 'content' of a pronoun; items likc he, 

myse(f, etc. are fully specified by spelling out their F-fcatures: e.g., he [ + pronominal, 
III" persan, masculine, singular]. In fact, ECs function exactly likc pronouns and thcir 
interpretation is modellcd on the interpretation of pronouns, which havc thc advantagc 
of bcing "visible". Case is thc crucial feature that distinguishes between lcxicalized, 
visible, pronouns and NPs and ECs. An NP is visible only if it satisfics the Case Filter, 
i.c., onJy ifa casc featue has bccn assigncd to it. Lexical NPs have not onJy gendcr, number, 
persan (i.e., F-featurcs) but also casc (thc fcaturcs of case + gender, number, persan arc 

conventionally labclcd cp-featurcs). Thc following principie oflcxicalization is at work: 

(5) Principie of Lcxicalization 

A noun N will be lcxicalizcd only if <l>-fcaturcs arc prescnt in thc cntry of N at 

PF, wherc cp-fcaturcs arc gcndcr, numbcr, pcrson and casc. 

A central aspect of EC interprctation is to spccify how an EC gets a refcrcntial 
index. Sincc lcamcrs havc no ovcrt evidcncc for ECs, it is dcsirahlc that in thc 
intcrpretation of ECs, thc Gramma, should avail itself of thc samc indcxing principles 
uscd in thc intcrpretation of lexical NPs. Lexical NPs wcrc shown to acquire an R-index 
in thrce different ways: an anaphor has no inhcrcnt R-indcx, but gcts onc from its 
antecedent; a namc has an R-indcx and r--fcaturcs intrinsically; a pronoun gets its index 
al S-structurc and refcrs or corcfcrs frccly. alsa it will acquirc thc F-fcaturcs of the NP 
whosc R-index it gcts. Al thc same timc, ,t was thc csscncc of Binding Thcory that. 
whether a lexical NP is an anaphor or a pronoun, largcly dcpcnds on its position in lhc 
scnlcnce (in fact, in thc dcfincd configuration that constitutcs thc govcming catcgory). 
Similarly, depending cm its position in thc sentcncc. what is, in fact. a uniquc nominal 
EC will function as an anaphor, a pronominal or an R-cxprcssion, and its intcrprctation 
will be guided by lhe corresponding condi!ion of thc Binding Thcory. ln this chaptcr, wc 
givc a bricf account of thc intcrpretation of thc basc-gcncrated ECs, PRO and pro. 

3. Control Theory and the interpretation of PRO. The first EC wc arc 

considering is PRO, which appcars in scntcnccs like (6a); whcrc PRO is thc subjcct of 
thc non-finite infinitive clause. As alrcady cxplaincd, two questions havc to bc 
answcrcd: a) first, what licenscs PRO, and sccondly, how its content is idcntificd. PRO 

is liccnscd by lhc 0-Criterion, which rcquircs that thc subjcct role in thc verb~' 8-grids 
should always bc discharged to somc syntactic position. PRO is also liccnscd by thc 
Projection Principie, or to he more specific, by what Chomsky ( 1982) call cd thc 
Extended Projc:ction Principie, which rcquircs sentences to have suhjects. Remcmbcr 
!hat thc Projcction Principie itsclf spokc ahout thc conscrvation lhroughout a derivai ion 
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of an item's lexical properties, including its argument structure and subcategorization 
frame; the subject was not explicitly mentioned,since it is not subcategorized. The 
Extended Projection Principie claims that in the unmarked case, clauses have subjects, 
therefore, a subject position is regularly base-generated. 

(6) a. I forced them, fPRO, TO leave the place] 
b. 

11?__ 
Specl' --__- I'_ 
NP I° VP 

I; [+Tns,+Agr;J V'=-----
ed ~-NP <;:P c=-.---- IP force them, 

r'l ~peci'/ - I' 
NP I°-- ---VP 

PRO,(-Tqs,-Agr] I 
TO leave the place 

ln this way, PRO is base-generated as the empty subject of a non-finite clause. 
lt is an empty subjeet, because it is not case-assigned; moreover, the specific property of 
PRO is that it is in a position which is ungoverned and cannol be case-marked. Non 
finite Inflection (i.e., I"[-Tns, -Agrj lacks Agreement features and cannot assign case to 
its specifier. As known, Specl' subject is assigned case through Spec-Head agreement, 
and an I° head, like TO in (6b), lacks agreement features in (English) non-finite clauses. 

PRO has a 0-role; it is assigned the subject role of the verb. 
Let us pass on to the second problem, that of identifying the content of PRO. In 

examplc (6a - b), PRO is understood as coreferential with the DO of the main clause 
verb; so, PRO gets its R-index from an antecedent NP, behaving like a lexical anaphor. 

lt is, in fact, generally the case that PRO functions as an anaphor whenever it 
can, i.e., whenever it is in the appropriate syntactic configuration for being bound by an 
antecedent: 

(7) a. l,promised lcrf.rPRO, to do it mysel(]]. 
b. [[PRO, teasing thc little gir! 1,r Ier pleased John,-

lf no syntactically appropriate antecedent is availablc, PRO has arbitrary 
interpretation, in the sense that it is understood generically, as the generic indefinite 
ONE, or PRO corefers freely. 

(8) lt is fun !PRO, to dress oncscl~ up] 

The antecedent of PRO, when thcre is one, is an argument NP. therefore, an NP 

wh:ch has a 0-rolc cf its mm. In (7b), for instance, PRO is coindexed with John. Thc 
antecedent. John, is thc Expericncer of please, whilc PRO, is thc Agent that tcascs thc 
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little gir!. PRO and its antecedent do not form a chain. since a chain should have only 

one B-ro/e. Therefore, PRO is the head ofthe chain whose unique member it is: {PRO}. 

The module of UG which deals with the interpretation of PRO is called Control 

Theory. Since in a crucial class of cases, PRO behaves like a lexical anaphor, the 
Control and Binding Modulcs overlap (cf. Manzini (1983), Brody (1985), Koster (1984), 
Aoun (1987)). However, Control Theory cannot be identified with Binding Theory, 

since the interpretation of PRO in many instances involves the argument structure of the 
verb in the main clause, unlike the interpretation of lexical anaphors. 

3.1. The interpretation of bound PRO requires an extension of the notion 
Goveming Category, so as to accomodate those cases when an NP has no governor in 

the first x- that contains it. For instance, PRO, in (6b) has no (good) governor in the IP, 
which is the first x- containing it. Inflection strictly govems inside its I' projection, 
i.e., it c-commands its complemerit, but does not c-command its specifier;(it merely m­
commands it).Moreover, non-finite Inflection cannot even relate to its Spec NP through 

Spec-Head Agreement. Let us call c-domain the first maximal projection that dominates 
some given XP, e.g., IP is the c-domain of PRO in (6b), since it is the first x­
dominating PRO. The proposal is that if an anaphor lacks a govemor and, because of 

this, also lacks a GC, it will find an antecedent in the governir.g category of the _first X""' 
that dominates it, therefore, in the GC of its c-domain; the GC of the c-domain of an XP 
is cal led the domain governing category of the XP. 

lf an anaphor does not have a GC, then it must bc bound in the GC of its 
domain. Therefore, principie A stays valid, v,:e have simply cxtended thc notion GC to 
anaphors which lack a govemor within the first Xmu. containing thcm. The relevant 
detinitions arc givcn bclow: 

(8) Binding a binds ~. iff, 

a. a and ~ arc coindcxcd, and 

b. a c-commands ~-

(9) Govcrning Category (for English) (~GC) 

y is the govcming category for~. iff, 

y is thc minimal X ..... which contains ~. and 

a) has thc (lexical) governor of~- and 

b) has a SUBJECT accessible to~-

( 10) Accessibility 

a is accessible to B, iff, 

a. a c-commands ~ and 

b. coindcxing of a and [3 does noi violate thc i-within-i condition; (i.c .. 
corefrn:ncc bctwccn an NP and a subpart ofit is disallowcd; for instancc, NPs likc thc 

following are unintcrprctablc:*lthe/i-icnds of!~,- each other.] I. 
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11) C-domain 
ex is the c-domain of~. iff, 

ex is the smallest maximal projection dominating ~ 

(12) Domain Goveming Categmy (Domain-GC) 

y is the domain goveming category for ~. iff, 

a. y is the goveming category for the c-domain of~ 

b.y contains a SUBJECT accessible to~ 

Principie A of Binding Theory can be restated as in ( 13 ). 

(13) Principie A 
a. An anaphor must be bound in its goveming category. 
b. An anaphor without a goveming category must be bound m its domain 

goveming category. 

It is the last clause which is relevant for interpreting PRO; as indicated, PRO 
has no govemor and therefore no GC; the relevant binding domain for PRO is then the 
goveming category of its c-domain, which is, at the same time, the domain goveming 
category of PRO. The clause containting PRO may be an object clause, a subject clause 
or an adjunct clause (adverbial, relative). Let us sec how PRO is interprcted in each of 
these cases. 

3.2 .. PRO in objcct clauses. Consider the following examplcs: 

(14) a. I persuaded him, lcr [1,PRO, to.gol] 
b. 1, was persuaded t, [CP [1r PRO,i to go]] 
c. I, promiscd (him) [CP L,PRO, togo]] 
d. I ordered him, [CP LrPRO, to go]] 
e. I, tried [cr[ ,r PRO, to go] 

ln cach case, PRO has a unique obligatory, antecedent in thc main clause; the 
antecedent is an argument of the main-clause verb; PRO is A-bound from the main 
clausc. According to the definitions in ( 11) - ( 12), the main clause is indeed thc domain 
GC of PRO, as the examination of ()Sa) = (14a) shows. PRO has no govemor, and, 
thercfore, no goveming category; the c-domain of PRO is the IP; and sincc c• is cmpty, 
the c-domain of PRO is, in fact, the CP. The GC ofthe CP is obviously the main clause, since 
it contains the govemor of the CP, thc verb persuade, and a SUBJECT accessiblc to thc CP, 
namcly, thc main clausc inflection r, which is tcnsed and has Agrccment fcatures. 

Moreover, this SUBJECT is also accessible to PRO, bccausc Agr in thc 
inflection of thc main clause c-commands PRO, and coindexing of Agr and PRO does 
not violate the i-within-i condition. The main clause is the domain GC of PRO, since it 
contains a govcrnor of PRO's c-domain, and a SUBJECT accesible to PRO. Both clauscs 
of definition ( 12) are satisfied. 
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a. 
NP-
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IP ----- I' I° __ ___. - ·- - VP 

(+Tns +Agr] V ___ N..,...P-i--CP 
I I ~-------

Cd persuadc h1m, Co IP 
l]NP--- I' 

I r-- -
PRO, [-Tns,-Agr] 

VP 
I 

togo 

In the binding domain represented by the main clause, PRO has an antecedent, 

namcly, the DO in the main clause. Thc antecedent of PRO îs rcfered to as thc controller 
of PRO. Wc conclude that in object scntenccs PRO is locally controllcd in its domain 

goveming catcgory. 
lt has been noticed that, when used with the infinitive, verbs likc try, persuade, 

order. promise, always require a subjectless infinitive; in other words, such vcrbs arc 
always used in control contructions; they are verbs of obligatory control; in this, they 
diffcr from vcrbs Iike arrange, hope or expect, which may also bc uscd with a ful! 

f-OR-TO infinitive clause; the latter arc verbs of optional control. 

( 16) I tricd to arrive thcre in timc. 
*I tried for him to arrivc there in timc. 
I pcrsuaded her to marry him. 
I pcrsuaded hcr that thc boy should nat be punishcd. 
*I pcrsuaded her for thc boy not to bc punishcd. 
I hope to get therc intime. 
I hope that he will bc given a warrn reccption. 
I hopc for him to be given a warrn rcception. 

Coming back to thc examples in (14), it is noticcable that although thc domain 
GC of PRO, i.e., thc main clause, may contain more than one potcntial controller, such 
as, thc subjcct and the DO in ( 14a), or ihc subject and the IO in ( I 4d), the controller is 

always uniquely determined. lt can only be the subjcct in the casc of pro111ise (which is a 
subject-control verb), it can only be the DO for vcrbs of DO-control like .force, persuade 
(e.g., ( l 4a)), it can only bc the IO for verbs of JO-control likc order, command (e.g .. 
(I 4d)). In othcr words, in obligalory control cases, the controller is a designated 
arg11111ent. Which argument of the main verb is thc dcsignatcd controller is partly a 

lexirnl propcrty of the verb (wc will retum to this problem). Notice also that the 
controller necds to be present for syntactic well-forrnedness; Compare, Wc forccd them 
/PRO to .rnrrcnderjl• Weforced (PRO to surrendcr/. 

3.3. PRO in subjcct clauses. The cxamples in (17) contain infinitive subjcct 
clauses and show that in this casc PRO need noi havc an antecedent; it may havc 
arbitrary refcrencc (generic onc), or it may have an antecedent in a highcr clause. 
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(17) a.[PRO,to behave oneself, in public] would be ofhelp to the nation. 
b.[PRO,to behave himself, in public] would help Bill,. 

(18). 

c.[Mary, knows (that [PRO, to behave herself,iin public] would help 

Bill]]. 
d.[PRO, to behave himself,i in public] would help Bill,'s development. 

IP 
CP..----- ~--------- I' 

c·___...,, ·-· 1p r--- -- ------ - VP 

I NP ------- --1' (+Tns,+Agr] /~ 

I l P
1

RO,.,, I° -- -- VP woul~ 
[-Tns,-Agr] V'- -pp 
to v· ---NP i~ public 

b~have ~nesel~ 

be of help to the nation 

PRO has arbitrary refcrence in (17a), it can corefcr into the main clause, as in 
( 17b,) or evcn into a higher cl,.use than its main clausc(l 7c), or its antecedent may be 
contained in a constituent of the main clause ( 17d). Hence, one dcrives cocnlusion ( 19): 

(19) Ina subject clause PRO (co)refers freely. 

Thc behaviour of PRO in subject clauses is undcrstandablc, when onc noticcs 
that in a configuration like ( 18), which corresponds to any of thc examplcs in ( 17), PRO 

has no domain governing category; thereforc, thcrc is no domain in which PRO must bc 
bound. Lei us sec why this thc casc. The c-domain of PRO in (18) is the IP, and, 
thcrcforc. thc CP, As beforc, thc GC of the subjcct clausc is thc main clausc, which 
contains the (only) govemor and accessiblc SUBJECT for CP,, which is finite lnflcction. 

Thc subjcct clausc, CP, is coindcxed with l"[+Tns,+Agr), would, But noticc that 
I'[ +Tns,+Agr] can no longcr bc an acccssiblc SUBJECT for PRO; PRO is contained in 
thc CP, with which l°[+Tns,+Agr[ is coindcxcd. and, thcrcforc, coindexation of PRO 
with the main clausc I° would violate thc i-within-i condition. Hence, thcrc is noi only 
no GC for PRO, bui therc is also no domain goveming catcgory, no domain whcrc PRO 
should bc bound. Bccause of its structural position, PRO cannot bc a syntactic anaphor. 
This is why it may havc arbitrary refcrencc, or it may pick up r.n antecedent ii) thc 
discoursc. In contexts whcrc it has no domain GC, PRO bchaves likc a pronoun ( cf. 
Aoun & Homstein ( 1987)). 

3 .4. Consider ncxt thc casc of PRO in a subjcct or objcct clausc with a non-null 
rnmplcmcntizcr or a non-null Spcc C': 

(20) a. John askcd [how [PRO,to behavc oncscl( in publici] 
b. John,askcd [how [PRO, to bchavc himsel(on thc occasion[I 
c. How PRO, to drcss onescl(at partics is Mary's big problem. 
d. How PRO, to drcss hcrscll'.at thc opera is Mary,'s big problem. 
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The PRO subject (co)refers freely no matter what the position ofthe sentence is 
(subject or object). In (20a), (20b), where the clause containting PRO is an object, PRO 
either has an antecedent in the main clause, as in (20a), or it has arbitrary reference as in 
(20b). Therefore, PRO again behaves as if it had no domain governing category. The 
relevant detail is the presence of the complementizer, which govems the IP, but is not a 
lexical govemor (as required in (9) above)). In (21), the c-domain of PRO is the IP, but 
the IP itselfhas no governing category since it does not have a lexical govemor. So, PRO has 
no domain governing category and there is no domain in which it has to be bound. 

(21) CP 
c•- ----. IP 

how NP __, - I' 
I 

PRO ....... . 

.3..,_5. PRO în adjunct clauses. Wc shall examine adverbial clauses which may be 
attached either to VP or to I', in configurations like (22). 

(22) 
IP 

Np - --------
' I, 1·-------- -----. pp 

I",,. --- VP (P)!..-- ----CP 

V;--___ PP in order c• ---- --- IP 
V° --NP

2 
(

0

P) ---- CP without NP ---- i• 

I I ~ P
0

RO i·-- VP 

C° ~ 5TTNOG1 
~ 1

0
·norderj) jNP~I' ( 

l l.PRO \ i·-- VP 

liiG~ 
(23) a. They [lhircd Mary)'"' lc„LrPRO to annoy Bill))'"' 

b. He l[invited Marylvr lcrl,.PRO to flatter his boss]Jw 
c. He li invitcd Mary I lrrin order Ier Lr PRO to entertain the boss. lllvr 

(24) a. They lrejccted Mary)),· IPP in ordcr ICP 1,r PRO to hire BillJJi, 
b. Thcy [tlattered Mary],·[CP LrPRO to picase hcr father]I,· 

Supposc the P in (22) is lexic.:ally presen!. The c-domain of PRO is, as before, 
the IP and thcn the CP; the preposition is a lexical govcmor of thc CP. An accessiblc 
subjec.:t, both for CP and for PRO is the main clause finite I", or thc main clausc subject. 
The GC of thc CP is the main clause, sinc.:c it contai ns thc lexical govemor of thc CP, thc 
prcposition, and an accessiblc SUBJECT for the CP. The domain-GC of PRO is alsa thc 
main clause, which contains tbe GC of PRO's c-domain (the CP) and a subjcct 
accessiblc to PRO. 
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lf the PRO clause is adjoined to the VP, PRO is c-commanded by both the 
subject and the object of the main clause; the position of the adjunct may thus explain 
why in (23) both main clause arguments are potential controllers; for example in (23b), 
it îs not ccrtaîn whether they mean to flatter the boss by inviting Mary or whether Mary 
is supposed to do the flattcrîng of the boss. 

lf the PRO clause îs adjoîned to I', the only c-commanding antecedent for PRO 
in the domaîn-GC (i.e., thc maîn clause) is thc subject, and thîs seems to bc thc only 
control possibîlity for the examplcs in (24). 

lf there is no subordinatîng conjunction, i.e., the P in (22) is absent and thc 
adjunct clause is simply a CP, its govcmor is either the V or thc main clausc Inflectîon. 
By parity of rcasoning, the domain GC of PRO is again thc main clausc; this is thc casc 
of (23a) and (24b). 

4. Semantic aspects of control. 
So far, wc have insistcd on the similarity of Binding and Control. PRO was 

interprctcd as an anaphor, subjcct to (an cxtendcd vcrsion of) Principie A of Binding 
whcrcvcr possiblc (wherever thcrc was a domain-GC) and as a pronominal with frec 
rcfcrcncc clscwhcre. 

Thcrc arc howcvcr aspccts of Control which arc not rcduciblc to Binding. In its 
spccificity, control can bc charactcriscd as a semantic relation of referential dependence 
bctwccn thc non ovcrt PRO and some other NP which functions as an antecedent for 
PRO; thc dctcnnination of the controller is a problem of "natural languagc mctaphysics", 
bccausc it dcpcnds on thc thcory of human action which is embedded in thc mcanings of 
prcdicates. Control thus involves both a lexical st111ct11re and a .1yntactic configuration. 
Control rclations may bc studicd as cntailmcnts of thc prcdicatcs, i.c., thc control 
rclation may bc vicwed as an infercncc cndorscd by thc scmantics of thc Predicate of thc 
scntcncc (Ladusaw and Dmvty ( 1988). farkas ( 1987), Carlson (1980)). At thc samc timc, 
to charactcrize thc propcrties of control, thc concept of 'i11111licil arg11111e11/ is necded; 
thercforc, rcfercncc to thc a-structurc of thc predicate is ncccssary, although oncc again, 
role labcls arc not too hclpful (for attcmpts to link thc Thcmatic Hierarchy and Control 
sec .lackcndoff (1972). Nishigauchi ( 1984), Jones (I 988)). 

4.1. Semantic considcrations play a part cvcn in obligatory control 
constructions of thc kind dcscribcd in scction 3 abovc. At first sight. it appcars that thc 
obligatory control Ier of thc vcrbs in ( 16) is dcterrnined on thc basis of a syntactic 
"minimal distancc principie'' (cf. Rosenbaum ( 1965)), ,vhich says that thc obligatory 
controller is thc clnsest obli}!,atury argument to thc infinitive clause (thc distancc 
hctwccn the controller and PRO can he mcasurcd in thc numbcr of nodcs scparating 
thcrn in the PM.) Thc principie is necdcd only for thrcc place vcrbs Iike pcr.wade, _fiJrce, 
rromi.,·c wl11ch havc two argumcnts in addition to thc PRO clause. sincc if thc main 
clause contains only lllle NP in addition to thc PRO clausc. that NP cannot fail to bc thc 
controller. Thc minimal distance principie corrcctly distinguishcs bctwcen (22a) anJ 

https://biblioteca-digitala.ro / https://unibuc.ro



279 

(22b,c ). The IO of promise is optional; therefore, the designated controller for promise is 
its subject. For force, persuade, order, the nearest obligatory argument is the DO/1O, 
which is, therefore, the obligatory controller. 

(25) a. I promised (him) to retum the money 
b. I forced him to retum the money. 
c. I ordered him to retum the money. 
d. "'I forced/ ordered to retum the money. 

(subject control) 
(DO control) 
(IO control) 

As (25d) shows, for verb of obligatory control, the controller of PRO cannot be 
deleted or expressed implicitly, it has to be an overt argument. The consideration of 
more exarnples indicates that the selection of the controller is also a semantic problem. The 
examples in (26) show that ,even with verbs of obligatory control, the controller may vary. 

(26) a John, promised Billj [PRO; to shave himself, every moming] 
"'John; prornised Billj [PRO; to be tal!. 
b. John; promised Bill; [PROj tobe allowed; to shave himselţ every 
moming.] 
c. John; asked Bill; [PROj to shave himself every moming. 
John, asked Bill, [PROj tobe tal!. 
d. John, asked Bill, [PRO, tobe allowed, to shave himself, evcry 
moming.) 

For instance, while the controller of promise is the subject in (26a), it is the IO 
in (26b), against what wc have said so far. Sirnilarly, with the verb ask in (26c), the controller 
is the rninimally distant objcct, but in (26d) it is thc more distant main clause subject. 

This variation is the effcct of ccrtain constant propcrtics of the lexical structurc 
of these verbs. Wc start from the observation that the PRO clause dcsignates a subevent 
in thc complex event described by any of the complex sentences in (26 ); as a resuit, part 
of the meaning of the main predicate spccifies the semantic propertics of this subcvent, 
which is an event-participant in the main complex event. Notice first that the PRO 
clause is aspectually an evcnt; state oredicatcs likc be tal! are cxcludcd. The first 
relevant lexical property of control verbs is that one of their argument is also undcrstoo<l 
as the designa/ed initiator (Agent) of the subevcnt clause; this argument is coindcxcd 
with thc Agent role of the verb in the subevcnt clause; the second lexical property of 
obligatory control verbs is that one of their averi arguments must be coindcxed with thc 
PRO subject ofthc subevent clause. 

In the unmarked cases, PRO is thc Agent of the subevent clausc and thc samc 
argument of the main clausc verb satisfics both requirements of bcing corefcrential with 
the Agent of thc subcvcnt clause an<l coin<lexe<l with PRO. Thus in (26a), thc subject of 
promise is coreferential with thc Agent of thc subevent clausc (John ma<le the promise 
an<l John will shavc every moming) an<l the subject is coindcxcd with PRO. Consider 
(266); thc subcvent clause is passive, no NP rcprescnts the Agent, wc may say that this 
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role has been discharged to the passive affix EN, so that the Agent is only implicitly 
expressed. In this case two arguments of the main clause are needed to ful fiii the lexical 
requirements mentioned above: the designated argiJment, the subject of promise is 
coindexed with the implicit Agent of the passive infinitive; the IO is free and can bind 
PRO (the sentence means, indeed, that John promised to do something resulting in Bill's 
being allowed to shave every moming). Notice that the IO can no longer be omitted in 
(26b ), unlike (23a) (* John promised to be a/lowed to shave every morning). 

In the case of ask, force, order, etc., it is part ofthe meaning ofthe verb that the 
object of the main verb is the designated coreferent of the Agent in the subevent clause; 
and again some explicit argument must be the controller of PRO. When PRO is the 
Agent in the subevent clause, the s'ame argument, the DO, satisfied both requirements of 
coreference with the Agent and coindexation with PRO (this is the unmarked case of 
(26c). In (26d), PRO is no longer thc Agent in the subevent clause; the designatcd 
argument, the DO, is coindexed with the implicit Agent (i.e., the passive morphcme 
which carries the Agent role) and PRO can only be coindexcd with the main clausc 
subject; this pattem of coindexation agrees with the mcaning of the sentence: John asked 
Bill that Bill should do somethiag rcsulting in John's being allowed to shave himself 
evcry moming. The main complex scntences bclow, whcre thc main clausc verb is 
passive raise no difficultics of interprctation now. 

(27) a. Bill, was asked [t.] [PRO, to shavc himself] 
[c] was asked Bill,[PRO,to shave himself] 
b. *Bill, was asked [t.] [PRO; tobe allowed, to shave himself] 
[c] was asked [Bill.] [PROito be allowed, to shave himself] 
c. *Billi was promiscd, t,[PRO, to shavc himself] 
[e] was promised, [Billi [PRO, to shave himself) 
d. Billi was promised, (by his parcnts,) [PROi to bc allowed, to shavc 
himsel~ 
[e] was promised, Billi by his parents,[PROito bc allowed, to shavc 
himsel~) 

The passive of the main verb îs possible whcn the designated argument satisfies 
both lexical requiremcnts, i.e., the designated argument (= the argument that refers to 
thc participant responsiblc for the subevent) is both corcferential with the Agnct of thc 
subevent clause and coindexed with PRO , because PRO refers to the Agent of thc 
subcvent; this is the case în (24a). In (24b), the designated argument, the DO Bill,, is 
coindexed with the implicit Agent, and there is no overt argument NP to be coindcxed 
with PRO, Ieading to iii formedness. 

An interesting pair is (27c, d). In (24d), the (implicit) subjcct of promise (the 
designated argument) is coindexed with the implicit Agent of 'to be allowed', so that the 
indexing îs be promised, I be al/owed,,;notice that both Agent roles are implicitly 
expressed. Furthermore, the JO Bill (again obligatory ) is in a position to function as 
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controller for PRO (the indexing is Bill; / PROi) i.e., it is an overt c-commanding 
argument. The sentence can be well formed. Sentence (24c) differs minimally, in that 
PRO; is the Agent of the subevent clause and should be coindexed with the Agent of the 
verb promise in the main clause. But this is not possible since the Agent of promise is 
implicit and; for verbs of obligatory control, the antecedent of PRO must be an overtly 
expressed NP in the appropriate syntactic position. This requirement on PRO is syntactic 
unlike the semantic a-structure condition that says that the verb in the subevent clausc 
must havc the same Agent as promise, it clearly comes from Binding Theory. 

5.0ptional control. 
Under optic-nai control, two problems are worth considerin: verbs of optional 

control and configurations of optional control. 
Like the verbs of obligatory control discussed above, the verbs of optional 

control (implore, beg, shout, a.o.) are dcfincd by their characteristic lexical propertics; as 
in the preceding case, the embedded clause describes a subevent; one argument, namely 
the IO/DO is always understood as responsible for performance of the action in thc 
subevent; the IO/DO is understood as rcsponsible for the subevent even when it is not 
syntactically expressed, as shown by thc paraphrases of the examples bclow; se( 
especially (28c). 

(28) a. 

b. 

C. 

I begged him, [PRO, to spare the boy's life] 
[I bcgged him,that hc,should spare the boy's life] 
I beggcd him, [PRO, to go / *to be tall] 
[I begged him, that he, should go] 
I,begged [PRO,to go] 
[I, beggcd (him) that I; should go] 

Unlike verbs of obligatory control, verbs of optional control do not impose any 
corefcrence rclation betwecn one of their argumcnts and a participant in thc subcvcnt, 
this is why they allow fuU FOR-TO complements, in addition to PRO complcments. 

(29) a. I shouted to Tom for thc ncxt recruit to be tal I. 
b. I begged him for the boy's life to be spared. 

Thus, (29a) means that Tom shuuld cxercise choice in selecting the ncxt recruit 
so that the onc he selects sh6uld bc tal!. Thus the DO/IO (which is a Goal with respect to 
the main verb) is an Agent for the subcvent, even if it is not a direct participant in the 
subcvent, as the case is in (30) or in (28c), and even if it is not syntactically expresscd 
(as in (28c)). Likc verbs of obligatory control, verbs of optional control nced an explicit 
NP argument as controller; but with thcsc vcrbs there is a choice between subject control 
and object control. If only the subject is ovcrt, it will be thc controller (27a, 30a,b); if 
both the subject and the object arc prcscnt, PRO is corefcrcntial with the Object if PRO 
is an Agent in thc subordinatc clausc, as in (30c, d); otherwise thcre is again subjcct 
control (30c). 

(30) a. I, screamcd / begged / shoutcd [ PRO, to go] 
b. I,implored / requestcd / implorcd [PRO, tobe givcn somcthing tocat. 
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c. Iiimplored him;[PRO, to do it] 
d. She begged him; [PRO, to spare the boy's life] 
e. I;asked / implored / beggcd Bill [PRO; tobe allowed togo]. 

5.1. Under configurations of optional control, we will briefly discuss two types 
of phenomena: ambiguity of control and implicit control. There is ambiguity of control 
when in the same sentence, two NPs quality as controllers. 

(31) a. He; [ invited MaryJCP [IPPRO"' to flatter his boss]]]YP 
b. They, hired Mary, [CPLPPRO"i to annoy Bill]]]YP 

In the examples in (31 ), either the subject of the DO can be taken as controllers of PRO, 
for reason already explained above in 3.5; such sentences are ambiguous, in the way the 
control relation is interpreted. 

An interesting linguistic phenomenon is that of Thematic control or implicit 
control, so called because the controller is not an overt NP, but a hidden, unexpressed 

one. Thus, consider a ~erb like suggest. A person who suggests something has an 
addressec in mind. 

(32) My teacher suggestcd to me to have another topic. 

In this case, I am the one who receivcs suggestions. In an appropriate context, the same 
content can bc expressed leaving the receiver (Goal)impllicit. 

(33) My teacher suggcsted - to have anothcr topic. 

Consider another example: 

(34) a. lt is difficult for Bill, f PRO, to havc another topic] 
b. lt is difficult f PRO, to have another topic. 

The understood subject ofto take another topic in (34b)is the same persan or set 
of persons .for whom having anothcr topic is difficult. That is, (34b) is undcrstood as if 
thcre were an implicit Benefictive for phrase acting as controller. In implicit control 
cases, the antecedent is recovcrable on the basis of the speakers' knowledge of the 
predicatc's argument structure; we might say that implicit control is argument-structure 
binding (as against syntactic binding by an NP is a specific configuration. 

Notice, from (34a, b) that in argument structure binding the controller may be 
containcd in a PP, a situation which was not gencrally allowed in the case of argument 
control discussed so far. The implicit argument may alsa bc expresscd as an affix, as in 
thc cascs below, where thcrc is control by an implicit Agent, carricd by the passive affix: 

(35) A vate was takcn,(Agent) [PRO, to clcct a ncw chairrnan]. 

Implicit control is fairly Iveai. Thc implicit controller must be in thc first highcr 
scntencc, as it is in all thc examplcs abovc. The (hiddcn) presence of an implicit 
argument which is coreferent not only with PRO, but also with an argument in a highcr 
clausc may howcvcr create thc phcnumcnon of long distance control, whcrc thc ovcrt 
controller is more than onc clause away from PRO. 
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Here are examples: 

(36) a. Mary, said it was difficult [0J [PRO, to have another topic. 
(Mary, said il was difficult (for her,) [PRO, to take another topic)]. 

b. They, thought I had suggested [0.] [that [PROi finding each other,] 
would help.] 
c. John, was told, by his friends, [that [PRO,,i' to clean the house in 
order PRO",'' to impress the guests] was not so foolish.]] 

In these examples, there is an implicit controller in the immediately higher 
clause, which links PRO with the overt controller. Concluding on PRO, wc may say the 
following: 

a) PRO îs the base-generated null subject of a non-finite clause, licenscd by the 

0-Criterion and thc Extended Projection Principie. 
b) PRO is ungoverned, since the Inflection whose specifier it is docs not have 

agrecment fcatures (and there is no externai govemor of PRO). 

c) PRO is 0-marked and heads the chain whose unique constituent it is. 
d) PRO retrieves its content, that is, its R-indcx and F-fcatures (gender, number, 

persan) from an antecedent whenever possiblc; otherwise, PRO has arbitrary refcrcncc. 
The cxccptional bchaviour of PRO with respect to Binding Theory derives from the fact 
that PRO is ungoverned; this is why PRO always lacks a GC and may even lack a 
domain GC. Neverthclcss, Control Theory, which deals with the interpretation of PRO, 
is in part an extension of Binding Theory; it also includcs many semantic, non­
configurational problcms, mainly relatcd to thc argument structure of predicates. 

This is the more or !css standard view on PRO. 

6. An alternative analysis of PRO 

The description of PRO in the abovc paragraphs showcd a non-unitary picturc. 
I) Thcre was a class of situations where PRO could not have arbitrary refcrcncc. 

it had to bc controlled by a uniqucly determincd argument of the main verb (c.g. lforced 

him, /PRO, Io go/). Ali these cases wcrc constructions in which: a) the PRO clausc is a 
(direct) objcct, therefore, it is govcrncd by thc main verb: b) the complcmcntizer ofthc PRO 
clausc is null, so thcre is no empirica! evidcnce as to whcther thc PRO clause is IP or CP. 

2) Therc was a class of situations wherc PRO could havc arbitrary rcfcmcc (37), 
or cuuld havc an ovcrt c-commanding or non-c-commanding antecedent. or could have 
an implicit antecedent (38). 

(37) a. lt would help Bill, [PRO, to bchave onelsel~ in public] 
b. John askcd 1.-rhow LrPRO to hchave onclscf in public.]] 
c. John was askcd L-rhow LrPRO to bchave oncsclf in public] I 

(38) a. li worries John, [PRO, to have to hurt her fcelings]. 
b. Jt would help Bill,'s development [PRO, to behavc himsel( in public. 
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c. lt was decided by John, [PRO, to behave himself.]. 
d. Bill bought for Susan, a large flashy car [PRO, to drive]. 
e. Man, retains [the ability [PRO, to deceive himselq. 
f. My teacher, suggested [PROi to take anpther topic]. 

In all these sentences the PRO clause is ungovemed: it îs a subject or an adjunct 
(an attributive clause or an adverbial one). The PRO clause has a non-null complcmentizer as 
in (37b, c) or it may alternate with ful! FOR-TO infinitives, asin (39). 

(39) a. lt would help Bill [ for you to behave yourself in public]. 
b. lt would worry John [for his son to start taking drugs]. 

Thus, when it is in a governed clause that has a null complementizer, PRO must 
be like a lexical anaphor; while otherwise its behaviour îs that of a pronoun. 

We might propose that în the first case PRO îs an anaphor (in the sense of 
Binding Theory). That îs, it has a c-commanding antecedent în its goveming category. 
This analysis is easily implemented, if we accept that verbs of obligatory control 
(attempt, try.fonn, etc) take IP rather than CP complements. 

(40) a. I, attempted [PRO, to solve the puzzle],P 
b. I, convinced himi [PRO; to stay],P 
C. 

IP - I, 

I° -· .....__ VP 

6d V' 
Vo--- - IP ---· - I' attempt J\!P 

PRO, r-- -VP 

TO solve the puzzle 
d. 
IP 

NP ---· ·- - I' 
l r--, ed --vP 

V' 
V 0 
--- --- . CP 

Jttempt ("' ---· - IP 
0 NP ___..... 

I 

PRO, 
--­I"----

to 

I' - VP 
solvc thc ;puzzle 

Wc may proposc that the structurc of ( 40a) is ( 40c), not ( 40d). In ( 40c) thc main 
clausc verb, atlcmpt, govcrns thc complement IP, thcrforc it govcms its hcad, thc 
lnflcction TO and its spccificr, PRO. The govcming category of PRO is thcn thc main 
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clause, and in the main clause, PRO which is an anaphor must be bound by a c­
commanding antecedent. Notice that in representation ( 40d), the CP projection prevcnts 
the main verb from goveming PRO, so that, lacking a govemor, PRO will lack a 
goveming catcgory. 

PRO in configurations like (40a) is in the syntactic position of an anaphor and 
is, therefore, an anaphor. This analysis has the advantagc of allowing Principie A to 

remain unchanged; PRO is a contextual anaphor when it is govcmed. When it is 
ungovemed, it behaves like a pronoun, and there may be semantic conditions on its use. 
Binding and Control do not overlap, but unmodified Binding can handle those cases 

where PRO is like a lexical anaphor. This analysis of PRO is supported by severa! more 
recent analysts of PRO (Bouchard (1984), Kostcr (1985, 1987), Aoun and Homstcin 
( 1987), a.o.). 

Bouchard ( 1984, 1987) offers severa! contexts where reflexives and pronouns 
differ significantly, and shows that PRO altematively behaves eithcr Iikc the reflexive or 

like the personal pronoun. One such example is that of the only-NP constructions. 
Consider the following sentences: 

( 41) a. Only Bill, expects that he, will win. 
b. Only Bill,expects himsel(., to win. 

Sentencc (41a) has two readings: on thc strict reading; Bill expects that he 
(Bill) will win, while other people (Peter, Paul. etc) do not expcct Bill to win. On thc 
sloppy rcading, Bill cxpects that he will win, while thc othcr pcople do not cxpcct 
thcmsclves to win (i.c. Paul does not expcct Paul to win, Peter docs not cxpcct himsclf 
to win, etc.). Sentence ( 41 b) has only got thc sloppy rcading. Now consider thc 
intcrprctation of PRO in thesc constructions: 

(42) a. Only Bill,cxpects [", PRO, to winl 
b. Only Bill, cxpccts that it will make a strung imprcssion on Mary. 
lc-rPRO, to rcad hcr the playl 

ln (42a), the anaphoric PRO allows only the sloppy reading behaving likc thc 
reflex ivc pronoun in ( 41 b). In ( 42b), thc pronominal PRO allows both thc strict and the 
sloppy readings, excluding here the rcading where PRO is arbitrary and conccntrating on 
thc one where PRO is coindexed with Bill. Thcn, on the strict rcading, Bill thinks that his 
reading will imprcss Mary. bui neither Peter, nor Paul thinks that Bill 's rcading will havc 
such an effcct. On thc sloppy reading, Bill thinks that his rcading will imprcss Mary, bui 
Peter docs not think that his own rcading wi li havc that effcct. nor docs Paul think so 
about his o\vn rcading. In (42b), PRO bchavcs likc the ovcrt pronoun in (41a). Thercforc, 
PRO altcmativcly bchavcs like a pronoun or likc a anaphor. 

This second analysis also docs noi necd to assume that a verb takes a CP 
rnmplcmcnt evcn whcn thc C is cmpty; thc only role thc l'P plays in (40d) is to prntcct 
PRO from bcing govcmcd by thc verb. Thc scrnnd analysis secms to bc simplcr and to 
havc empirica] backing. 
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Yet, it raises a problem for Case Thcory. If PRO is govcmed in (40c), why is it 
not case-assigned, i.e. why is this position ncver lexicalized (cf. •1 attempted myself to 
solve the puzzle.) The answer can be providcd by a slight modification of Case Theory; 
govcrnmcnt is not sufficient for casc-assignmcnt, although it is nccessary. Aoun & 
Homstein ( 1987) propose that case-assignmcnt is optional, i.e. a lexical head may or 
may not assign a Case-feature for which it îs spccificd. Similarly, following other 
rescarchcrs, Robergc ( I 990) distinguishes betwcen a 'case feature' [ +C] (and a case­
assignîng feature [ +CA) of a head. For instance, a noun in thc typical destruction of the 
city, is specified for the [+Genitive], but it cannot assign it, i.e. destruclion is [ +C, -CA]. 
The role of the preposition ofis to assign this casc feature. 

The idea that casc assign•ment is optional may be flcshcd out a bit by indicating 
somc circumstanccs whcn a potcntial casc assigner does not assign casc. Mast ordinary 

vcrbs likc attempt, try, force, intend, etc. can assign case only to an NP that they alsa 0-
mark, as in : J attempted it I I tried it. Hencc thesc verbs are not able to assign casc to 

the subject of the infinitive clause in (40c) which is 0-markcd by thc infinitive. */ 
attempted /myse/f to solve the probleml, Thc cxccption to this îs the class of Exccptîonal 
Case Marking verbs, (e.g. believe, see. discover, know, understand. etc), whîch may 

assîgn case to an NP which they govcrn but do not 0-mark. Thîs is why these vcrbs do 
not accept PRO-clauses, thcy must assîgn their Ace feature. A furthcr dîffcrcnce 
betwecn thc control class (attempt, try, intend) and the ECM class is that somc of the 
ECM vcrbs accept a non-propositîonal direct objcct în a construction which îs not fclt as 
clliptîcal (cf. Aoun Hornstein 1987). The control and thc ECM cxhîbît the followîng 
typical distribution. 

( 43) 

(44) 

a. He attemptcd ît. 
*He attcmpted hîm. 
He attcmptcd l.r PRO to do it ]. 
*He attempted [himsclfto do it]. 

b. He intended ît. 

a. 

*He intended hîm. 
He intended L„PRO to do ît]. 
*He întended [hîmselfto do ît). 

He believed it. 
He believed him. 

*He believes [11.PRO to he honcst]. 

He believcs [himselfto be honestj. 
b. He knows 1t. 

He knows himsclf. 
He knows [11.PRO to he fair-mmded[. 
He knows [hîmsclfto he faîr minded[. 
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To the extent that the Thcory of Case can strengthen the idea that Case 
assignment is optional for potential assigners, the second analysis of PRO is to be 
preferred. PRO is an empty subject, base-gencrated in a position which is not case­
marked. Since PRO is 0-marked, PRO should be visible at LF, even if it does not have 
case. We will accept the suggestion of Aoun & Homstein (1987: 49), that, tobe visiblc 
in LF, an NP must either be case-marked, or be in an obligatorily generated position. 

PRO meets th~ second requirement. 

7. Null argument languages and pro, 

Small pro is also a base generated empty NP; unlike PRO it is typically found 

in govemed positions, which can be case-marked. This is why pro altemates with lexical 
NPs : Ion citeşte I El citeşte I pro, citeşte, Unlike PRO, pro is not an anaphor, it is not 
identified by an antecedent NP; pro has a local identifier, usually an inflection element, 

which is overtly marked for F-features : number, gender, persan. A pro subjcct is thus 
identified and coindexed with the Agreement component of Inflection. Norrnally, the 
reference of pro is not arbitrary, but specific, contextually known(e.g. (46,47)). 

4.1. Languages which allow pro subjects, i.e. missing subject, in finite 
sentences are null subject languages (NSLs). Italian, Romanian arc such languages: 

(45) 
IP 

NP--- - I' 
' r-- --·vp_ 

[ + Tns, + AgrJ NP --- VP 

(46) 

(47) 

R. 

I. 

pro, V' ---- -

a. 'Cc face Ion ?' 'Doarme.' 
b. Imi voi cumpăra, pro, o maşină. 
pro comprero una machina. 

A pro subjcct is locally govemcd and identificd by the Persan, Number 
(somctimes Gender) features of thc verbal Agr. Agr acts like a pronominal clitic and 
coindexes the subject position. Only "rich inflcction" can liccnse pro,, i.e. only Inflection 
that overtly and uniforrnely shows Persan / Number distinctions can identify pro(cf. in 
Romanian : citeam, citeai, citea, citeam. citeaţi). Languages like English do not havc 
pro subjects, because Inflection is not rich cnough to identify it; thc person, number 
featurcs must be spelled out by a personal pronoun : I slept I you slept I he slept I we 
slept / ... Languages that do not havc missing subject in finite clauses are non-null subjcct 
languages or non-pro-drop languages. In fact, therc îs also the intermediate position of 
languagcs that may drop only ccrtain typcs of subjccts: German, kclandic, a.o. may 

drop a subject which is not 0-marked; that is, these languagcs may only licensc an 
expletive pro. 
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(48) German Wurde - getanzt? 
Was danced 
'Was there any dancing?' 

lcelandic: Var - dansa~ ?(Haider, 1991: 50) 

The typology that emerges distinguishes at least three types of languages: 
a) non-pro drop languages (English, French) - subjects cannot be dropped at all; if a subjcct is 
non-thematic, i.e. expletive, an expletive subject is used (asin (49 b, c) below). 

(49) a. 
b. 
C. 

He is reading /* pro is reading. 
lt is raining. 
It seems that the weather has cleared up. 

b) semi pro drop Ianguages (German, lcelandic, a.o.) - these may drop expletive 
subjects, i.e. they Iicense expletive pro . 

(50) a 
b. 
C. 

Er schlăft./*pro schlăft. 
Es wurde getanzt. 
Wurdc - getanzt? 

c) full pro drop languagcs - may drop any subjcct, cven thematic oncs (Italian, 
Romanian). 

(51) a. 
b. 

pro citeşte 
pro plouă 

NSLs often alsa have thc propcrty of allowing Frec Inversion of thc subject, but 
it has been provcd bcyond doubt that thcse propertics are independent. Thus, Safir 
( 1988), Robergc ( 1990) show that while Italian, Romanian, Spanish are NSLs with Frec 
Inversion, other NSLs do not allow lnversion. "Thc pro-drop paramcter docs not sccm to 
signal any significant cluster of propcrtics, contrary to earlicr assumptions (cf.Chomsky 
( 1981 ). A preferable position is to consider pro as a null counterpart of a personal 
pronoun, which can be gcnerated in any base posit.ion acccssible to pronouns, on 
condition that there is an appropriatc lo1;al guvernor and idcntifier of pro. Thc idcntificr 
is typically an inflcctional element (Agreencnt, a clitic). Whcther pro is at all available 
in a language, and alsa the rangc of positions where pro is possiblc follows from the 
cxistencc of appropriate identificrs for pro in a languagc. Thus, thc Null Argument 
property of a languagc is a derived property, rather than an independent paramctcr 
(Chomski's "pro-drop. paramctcr). Lct us rcview other positions whcrc pro is found 
specifying how it is identificd. 

7.1. ln all Romancc languagcs, an object pro may he idcntificd by a clitic. 
The clitic has the nccessary persan, numbcr, gcndcr casc fcaturcs and is, as will bc 
sccn, an element of inflection. 

(52) a. Romanian 
b. Frcnch 
c. Italian 
d. Spanish 

L,-am vizitat I proJ 
Jc l,'ai vuc !pro,). 
Gianni la, prcscntcra pro, a Francesco. 
Juan Io, visito pro, 
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e. 
I' 

I°--· ----- YL_ 
ci-- - I° NP-- VP 

J I -- -V NP 
I 

proi 

7.2. The next context where pro is attested is as object of a preposition; in the 
following examples from Arabic and Modem Hebrew, a clitic appears on the preposition 
and canies the necessary features for the licensing of pro, (cf Borcr (1984) Roberge 
(1990: 40)). 

(53) a.Modem Hebrew 

b.Arabic 

it - O; pro, 
with-him 
wiya-ha; pro, 
with-hcr 

Hcre agam the above examples arc banned if the pronominal clitic on thc 
preposition is absent. 

7.3. Pro is also a possiblc subject in non-finite clauscs, if thcrc are mcans of 
identification. Rizzi ( 1982) argues that, in thc general casc, Italian infinitives have PRO 
subjects; a lexical subject is not allowed, becausc it cannot bc casc marked. In Italian, a 
finite subject is in thc Nominative assigned in prcverbal position, by Spcc-Head 
Agreement. Agreement fcatures are not prescnt in thc infinitive clause; consequently, pro 
cannot be identificd and a lexical NP is likewisc cxcluded; thc subject of infinitives is PRO, 
cxccpt for cases whcre a diffcrcnt case-marking stratcgy is uscd (cf. Rizze (1982)): 

(54 )a. *Mario affermava [ qucsta donna non volcrlo sposarc ]. 
Mario stated [this woman not to want to marry I?] 

b. *Possiamo ritcncrc [ questc persane avere sem pre fatto ii I oro doverc ]. 
'We can bclicve fthese persons to have always done thcir duties] 
c. Affcrmo [di PRO avere sempre fatto ii mio doverc] 
I state [PRO to have always done my duty] 
d. Ritengo [ di PRO avere sempre fatto ii mio dovcre] 
I believc [PRO to havc always donc my dutyJ 

ln Romanian, in contrast, Nominative is assigned undcr govemment by 
Inflection, not by Spec-Hcad Agreement (sec chapter on Case). Pro can be identificd by 
a properly govcming Inflcction and thcrc is the cxpcctcd altcmation bctween pro and a 
lexical subjcct. 

a. Maria,a plecat înainte de a se simţi [pro,] foarte 
obosită. 

b. Maria a plecat înainte de a se tem1ina [concertul]. 
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A special situation is that of Portuguese, which possesses a (second) inflected 
infinitive that shows number, person agreement. Since this infinitive is "rich", it can 
identify pro. One way of verifying the availability of pro as subject of inflected. 
infinitives is to show that inflected infinitives with empty subjects are not control 
structures, i.e. on one reading, the subject of the infinitive is corefcrential with an 
argument NP in the main clause, but there is also a non:corefercntial (disjoint) reading. 

(56) a. Afirma [pro termi lhe roubado este livro.] 
'He afirms [(they) to have stolen this book from him. '] 
b. Acreditam [pro terem gastado esse dinheiro para nada.] 
'They think [to have spent this money for nothing.] 
c. Ele diz [pro semos pobres] 
He says [(we) tobe poor] 
d. Confessam [pro devermi !he a vida] 
They admit [to owe him life] 

On the disjoint reference sentences pro is identificd by thc "rich" infinitive 
inflection (underlined in the exa71ples above) 

7.4.So far, we have only considered cases where pro was both liccnsed and 
identified by an inflectional element (Agreement, a clitic). Since the fcatures of thc 
overt licenser and identifier where transmitted to pro, thc lattcr could function as a 
definite pronoun, with specific interprctation. Rizzi( 1986), argues, hoewever, that 
languages may also differ rcgarding what categories license pro. In Frcnch, pro may be 
Iicensed by certain prepositions (cf.Zribi-Hertz ( 1984 )), in Italian, pro may be Jicensed 
by verbs, in• direct object position. Rizzi (1986) concludcs that pro is licit in positions 
which are govemed and case-marked. Whcn pro is licensed by a verb, i.e., by an 
element which does nat posscss the features necessary to identify pro, the interpretation 
of pro is arbitrary; this can be seen in thc Italian examplcs below, where pro is an 
arbitrary direct object;(arbitrary pronouns take plural agreement in Italian). 

(57) a 

b. 

Di solito, Gianni fotografa pro, seduti,. 
In general,Gianni photographs----scated . 
. . . Gianni usually photographs pcople seatcd.' 
Questa musica rende pro, allcgri,. 
This music renders --- happy . 
. .. This music rendcrs people happy.' 

Thus, the licensing and identification conditions for pro define a distinct 
dimension ofvariation, thc Null Argument Parameter. 
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Chapter 11 

WH-MOVEMENT. THE EMPTY CATEGORY PRINCIPLE. 
MORE ON S-STRUCTURE AND LOGICAL FORM. 

1. The classical account of wh constructions. 
Bcfore embarking on the discussion propcr a word is necessary on thc aim of 

the chapter. In the first part of this course, we havc discussed severa) general propcrtics 
of "unbounded movement transformations", a class of rules best reprcsented by 
.Wh-Movcment, thc rule which derives qucstions, relative clauses, clcft sentcnces (and 
also other constructions, cf. Chomsky ( 1977)). In this chapter we extend the 
prescntation of Wh-Movement, discussing thc UG modules responsible for the structure 
-and properties of wh-constructîons, thcse arc thc Subjacency Condition and thc Empty 
~Category Principie (ECP). The presentation of the ECP provides thc opportunity for a 
Jery general discussion of LF. LF is a levei of reprcsentation that characterizes 
"structural mcaning", that îs, those aspects of formal structure which (în part) determine 
the semantic (representation) / interprctation of a sentencc. 

Wh-Movement constructions arc characterized by thc following empirica) 
propertics: 

a) The wh-clause is headed by a wh-phrasc and there is a gap somewhcre clsc 
in the sentence; the gap is undcrstood as if the wh-phrase were placed thcre. 

(I) a. The man [5 whom [5Mary lovcs t ] is John. 
b. [5-Who(m) does [5 Mary Iove t ?]. 

b) The wh-phrasc may bc indefinitely far away from its original site, it is as if 
thc wh-phrase crosses indcfinitely many sentence boundaries. 

(2) a. The man [5 whom (5 you say [5 • that ls everybody believes [5 that 
[.-Mary still lovcs t lllfl is her English tcachcr. 

b. fs- Whom d.id ~ you say [that [cverybody believes 1s that [~ ~11 lovcs t ?lll)]] 

".C" c) Wh-constructions obcy island constraints. Thcrc are configurations where 
.,::traction is prohibited. Wc rcpcat cxamplcs illustrating thc major island constraints: 

Thc Complex Noun Phrasc Constraint (CNPC) 

(3) a. "'Thc bikinis ;s· which [5shc rcportcd ["" all thc girls (5 that wcrc wcaring 

t] to thc policc]] arc stil! on sale. 
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b. *The money [5• which [5 I am discussing [NP the chaim [5• that the company 
squandered t ]]]] amounts to 40000$. 
c. *[5• What did [5 she report [NP all the girls [5• that were wearing t ]] to the 
police]] ? 
d. *[5• How much money did [5 you discuss [NP the· claim [5 that [5 the company 
squandered t ]]] ] ? 

The Subject Island Constraint 
(4)a. *[5• What does [5 [ 5 explaining t to the students] bother you]]1? 
b. *The problem [5• which [5 ls explaining t to the students] bothers me]] is the · 
theory of government. 

The Adjunct Island Constraint 
(S)a. *[5• What was [5 he angry because [5 I explained t to the students]]]? 
b. *The problem [5• which [5 he was angry because [5 I explained t to the 
students]]] was his private life. 
(6) a *[5-Whati did 1s you wonder (5,howj [5 1 repaircd ti tj]? 
b.*(5-How; do [5 you wonder [5•what, [5 he fixed t, t

1
-]]]? 

The classical account was proposed in an attempt to provide a descriptively 
adequate and unitary account of the data in (I)-( 6 ). lt was assumed that the rule of Wh­

,,,_Movement obeys thc principie of Successivc Cyclicity and of the Strict Cycle. The 
repeated application of successive Cyclic movement creates the effect of an unboundcd 

..d.ependency (as in (2)). Thc wh-phrase first movcs to the COMP position of the clausc 
whcrc thc wh-phrase originates leaving a coindcxcd trace behind. Once a wh-phrase has 
reachcd the COMP position, it can only move to thc ncxt highcr COMP (=Thc COMP 
to COMP condition on Wh-Movement). Thc COMP position thus provides an escape 
hatch for movement. The traces left behind indicate the path along which the wh-phrase 
has travelled. The wh-phrase together with its coindcxcd traccs constitutes a wh-chain. 

(7) The boy l,whomi you claim I!; that [Mary believes [!, that [Jill lovcsţ,]]]] is John. 

At least in languages likc modem English, the COMP position cannot bc 
occupicd by two lexical clcments at the samc timc; but an cmpty category (the trace) 

-and a lexical complementizer may occur togcther in COMP. lt was also proved that 
Wh-Movement obeys Subjacency, a condition on movement rulcs, fonnulated as in (8). 

(8) Subjaccncy Condition 
No rulc can relate X, Y in thc structure: 

... X ... [o ... lo-···Y ... ] I 
Y ... t .... ], ..... X, 

whc:rc a,f.l arc bounding nodcs (i.c., (for English). a,13 ~ NP and S). 
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lt appears that islands are precisely configurations where, at some point, the 
wh-phrase is forced to cross two ( or more than two) bounding nodes. Consider 

- examples (9) below (and re-examine (3) - (6) above which have been properly analysed 
to show the effects of Subjacency). 

(9) a. *How much money,did [, you discuss [NP the claim [s•t,' that [the 
company squandered t; ]]]? 
b. *What; does [s[s/NP explaining t; to the students]) bother you? 
c. *What; was [5 Mary bothered [rr before [5 John explained !; to the 
students ]]]? 
d. * What; did [5 you wonder [how, lsl repaired t, t;]])? 

l.--> V1 O \"<oe>-""'- e....e_ I"(> 

Consider (9a), illustrating the CNPC. The wh-phrase moves to the COMP 

position of the sentence wherc it originates, so the link (t,' t,) of the wh-chain does not 

violate Subjacency. From the COMP position to the higher COMP position, thc wh­

phrasc how_much money, crosses, however two bounding nodes NP and S, violating 

Subjacency and causing ungrammaticality. Sentcnce (9b) is a Subject Island violation. 

Therc is no evidence that the gerund clausc has any complemcntizer position. Given its 

distribution and properties we ought to view it as an NP projcction or (less likely) an 

S projection. Anyway, to reach the COMP position of the main clause in a singlc stcp, 

_!_he wh-phrase crosses two bounding nodcs, thc boundary (NP or S) of the subject, and 

the S node of the main clausc. Consequcntly, therc will bc a Subjacency violation. Lct 

us examine the Adjunct Island violation (9c). Before is best vicwed as a prcposition, 

which selccts not only an NP (before_me), but also a sentcnce (S). Again, thc wh-phrasc 

moves to the COMP position in one step, since there is no lower COMP position. In so 

doing, the wh-phrase crosses two bounding nodes: the S boundary of the adjunct clausc, 

and thc S-boundary of the main clause. To analyse (9d), a tensed wh-island violation, 

..::!f..C should add that two wh-phrascs cannot occupy the same complcmcntizcr position at 

any point in the derivation. This mcans that, sincc thc lowcr COMP position in (9d) is 

occupied by thc interrogative adverb how, thc object what can only move to the matrix 

COMP in a singlc step, crossing two sentcncc boW1daries (cf. (9d)) and violating subjacency. 

Thus, in conjunction with ccrtain auxiliary assumptions rcgarding thc 

complcmcntizcr position, the Subjaccncy Condition accounts for thc island violations in 

(3)-(6) and (9) in a unitary fashion. 

1.1. From the vantagc point of our dcscription of UG so far. it is possiblc to 
motivate somc of the stipulations abovc and to "corrcct" the description in ccrtain ways. 
First, as shown rcpeatedly bcforc, thcrc is cvidcncc that the wh-phrase docs not land in 
c0 , but in thc Spcc of C position, as in (IO). 
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( 1 O) What book; have you been reading t;? 

CP 
Spec _---- C' 

bP c0
------- --- IP 

0°--- NP have NP --- -- I' 
What bbok yOu 1° -----vp 

I •--been V DP 
reading t 

This conclusion derives from the general X-bar theory. Ali syntactic categories 
project alike; the complementizer c0 , a functional category must alsa have a two-level 
projection with one Specifier and one complement. Considering the fact that as shown 
in (1 O) or ( 12). 

(11) C" ·-Spec / X' 
' ----yp X0 - - ZP 

Considering the fact that, as shown in (IO) or ( 12), thc wh constituent is a phrase 
_(NP, AP, AvP, PP), it cannot be placed in c0 , a head, Y0 , position, but it can only land 
in the phrasal position Spec CP (sec (IO), ( 11 )). 

(12) a.[AP How angry] was John? 
b.[A,P How fast] did he run? 
e.(PP About whatj did you speak? 

1.2. The assumption that the wh phrase is in Spcc CP position can alsa explain 
how certain lexical properties of complement taking verbs can be satisficd. ln previous 
lectures it was shown that vcrbs c-select and s-selcct thcir complemcnts, and that 
selection is in fact a relation between heads. Thus verbs that subcategorize declarative 
complements (e.g. believe) select the c0 that, that is, thcy select a c0 markcd 1-wh), 
verbs that subcategorise indirect questions (e.g. wonder) select a c0 marked [+wh), and 
therc are alsa verbs that may select both typcs of complemcntizcrs (e.g. know. 
remember). 

( 13) a. I believe that / *if /*whcther John talked to Mary. 
b. I wonder *that /if /wheth.cr John talked to Mary. 
c. I didn't know that /if /whether John talked to Mary. 

Thus, believe selccts ·(+ --- [-wh)c
0 

), wonder selects·{+ ·--- [+whL), whih: 
know selects both complcmentizers, having thc feature [+/- --- (+/- whJcJ. Consider 
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now examples (14), where there is no overt [+wh] complementizer and it is less clear 
how the lexical requirements of the matrix verb are satisfied. 

(14) a. I wondered [what book; [he had given t; her]]. 
b. He wondered [who, [his daughter was in Iove with t;]). 

C. 

DP[+wh] 
who; 

CP --~ c0 ---- IP ,-========-[ +wh] his daughter was in Iove with t, 

The mechanism of Spec' -Head agreement naturally explains how the 
selectional features ofthe verb wonder are satisfied. lt is assumed in X-bar Theory that 
Spcc-Head agreement holds generally for.phrasal projections. The verb wonder selects 
an (abstract or overt) c0 with the feature [+wh]. Through Spec-Head agreement, the 
complementizer 'guarantees' the occurrence of a [ +wh] phrase in its specifier position. 
The feature [ +wh] selected by wonder îs thus lexically instantiated as the interrogative 
pronoun. 

1.3. Consider next the form of the wh-chain, (what; , t,' t,) in (I 5). 

(15) [What; did [you say [t,. that [he bought t; ]])] 

The foot of the chain t, îs în an argument posîtîon, therefore, a posîtion whîch 

is 0-markcd and case marked; the other two members ofthe chain, (what, , t,' ), are both 

în non:argument Spec CP positions. In fact, as known from 0-theory, movement of a 

phrase can only bc to a non-0-marked position, which, în the general case (leaving aside 
non-thcmatîc verbs) îs also a non-argument position. This is because the 0-Critcrion 

prevents movement of a 0-marked phrasc to a position which îs also 0-marked. The 
form of a wh-chain starting in an argument position is thus (A ', A ', ... , A); of course, 
if an adjunct is wh-moved, then al! the posîtions of the chain are A' positions (A ', A ', 
... ,A') (e.g. (How, did you say [t, that [he claimed [t, that [she behaved t, ]?). 

It appears that A' -positîons havc dîfferent syntactîc properties from A 
positions, differences that go bcyond thc fact that only A positions are positions where a 

0-rolc can be assigned. One important property distinguishing between thc two types of 
positions is that only A' -positions liccnse "parasitic gaps". The parasitic gap 
phenomenon (sec Chomsky 1982, 1986, Kaync (1984 ), Frampton ( 1989) for relevant 
dîscussîons) consîsts în thc fact that the same wh-phrase binds two traces. Examînc the 
following pair. 

( 15) a. Which book, did you read ti ? 
b. Which book, did you read ti before fi ling t, ' 
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In ( 15a), the wh-phrase, which book,. binds the object position of the verb read, 
· rcprescnted by t, ; in ( 15b ), the same wh-phrase, which book, binds two positions, the 

object position of the verb read (the real gap) and the object position of the verb file, 
represcnted by trace t,' in (15b), which is the parasitic gap. Here are a fcw more exarnples: 

(16) a. Who,did you admire t, even before meeting t, in London? 
b. Who, did the company hire t, after talking to t,' for only five minutes? 
c. What books, should I read t, before it becomes difficult to talk about t,'? 
d. Which linguist, did you insist t, to lecture, aftcr consulting t,' in London? 
e. What letters, did he filet, , without even reading t,'? 

Leaving aside the complex properties of this construction which we arc not 
going to analysc, let us notice that A-positions, unlike A' positions do not license 
parasitic gaps. The examples below in ( 17) are all severely ungrammatical. They are · 
like their counterparts in ( 15) and (16) in that they contain two gaps; unlike their 
counterparts which involve Wh-Movement, these sentcnces involve the application of 
Passive in the main clause; Passive moves the object in subject position, thereforc in an 
A position. A nominal in an A position does not licensc parasitic gaps. 

( 17) a. *The book, was read t, before filing t, . 
b. *Kayne, was admircd t, even bcfore mecting t, in New York. 
c. *These books, should be read t, before it becomes difficult to talk about t, . 
d. *Thc lctters, were fi led t, without even rcading t, . 

The parasitic gap construction fumishes an important test for discriminating 
bctwcen. A and A' positions. Wh constructions also have charactcristic semantic 
properties. In ordcr to understand them, it is necessary to consider certain very general 
propcrties of logica) fonn (LF). · 

2.0n Logica) Form. 
The representation of a sentence in LF resembles its representation in a 

predicate calculus, at least in as much as both representations must indicate the relative 
'J;eope of semantic operators (quantifier phrases, modal verbs, modal adverbs, etc). 

Consider the well-known ambiguity of sentcnec ( 18); in thc predicate calculus, such an 
ambiguity is standardly expressed using fonnulas like (18 b, c), which di ffrr in the 
linear order of thc two quantifiers, the existential quantificr, 3x Fx (= 'then: 1~ 7u least 

~ one x such that F(x)') and the universal quantificr 'v'x F x (=Every x is such that F x, or 
For all x F(x)). Thc two reading arc also given in- informal glosscs. 

( 18) a. Evcryone lovcs someone. 

b. 'v'x 13y (x loves y)] 
I For evcry x, therc is soroc y such that x lovcs y J 

e. 3y l'v'x (x loves y)] 
[There is someone sueh that evcrybody lovcs him] 
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In order to fonnalize ambiguities of this type at the levei of LF, using movement 
rules similar to those which operate at the levei of S-Structure, May (1985) proposes 
that there is a rule of Quantifier Raising, which adjoins the quantifiers to the IP, 

~reating the operator-variable structure and indicating the relative scope of the 
operators. Thus the S-Structure of sentence (18), which is say (19 a), is interpreted 
either as (19 b-b') or as (19 c-c') at the levei ofLF. The quantifier which is in a higher 
position has wider scope: - (19) a.[ll'Evcryone L• loves someone)) 

(19) b'. 

(19) c'. 

b.[ir Everyone, (1, someone, L, X; loves x, ))] 
c.L, Someoncj [li' everyone; lrr x, loves xj I]] 

IP 
DP-- - IP 

I -- --eVCryone DP IP 
' I ------ -someonc DP I' 

, ~. I° ----- -- VP 
; v-

I'oves 

IP--
DP-- IP 

I --- --SOffiCOnC, ~p ---- IP --
cvcryonc, DP ---I'--

x1 I° VP 

- DP 
' x, 

, ~ v- ----DP 

loves ' x, 

Likc Wh-Movcmcnt, Quantificr Raising is an A' Movemcnt verb, a rule 
.~hich placcs a constituent in an A' position, adjoining it to IP. Sincc Quantifier Raising 
-~nd \Vh-Movcmcnt arc both A' Movcment rules, we expect them to be similar in 
ccrtain rcspccts, an cxpcctation which, as will bc secn is confinned by the data. 

lt is important to rcmembcr at this point that pronouns (in the singular) can 
function as bound variablcs; a pronoun which is "in the scape" of a quantificr is 

.... coindcxcd with the quantifier and intcrprctcd as an "instance of thc samc variable". In 
-othcr words a pronoun functions as a bound variablc when its semantic value is 
dctem1ined by a quantifier that it is coindcxed with. Sometimcs a pronoun is ambiguous 
bctwccn a refcrcntial and a bound-variablc reading. Consider the examplcs bclow. 

(20) a. No one, considers himsclf.,. so smart as Noam. 
b. Evcryone, thinks he,., is the smartest. 
c. Everyonc, is herc. He;.,, thinks he will leave soon. 
d. Everyonc, is hcrc. Thcy, think he will lcavc soon. 
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_ In (20 a) himself can only be a bound variable; indeed what referent could one 
assign to this pronoun. In (20 b) he is either a bound variable or a referential pronoun, 
that is, the two readings are either 'Everyone believes himself to be the smartest' (the 
bound variable reading), or 'Everyone believes of him that he is the smartest' (the 
referential pronoun reading). In (20 c) the bound variable reading is no longer possible, 

Jince scope cannot be larger than a single sentence. Hen.ce the singular pronoun he in 
(20 c) cannot refer to everyone; only a plural pronoun is (rnarginally) possible, asin (20 
d). Moreover, it bas been shown (cf. Higginbotham (1980)) that a pronoun must be 

_coindexed to a c-commanding quantified expression in order to be interpreted as bound 
by that quantified expression: 

(21) a.[Every boy]; Ioves bis, mother. 
b.The man who disliked (the dog]; hit him, 
c. *The man who disliked [ every dog in the yard]; hit him,. 

ln sentence (21 a), his, can be interpreted as a bound variable and it is obvious 
that the pronoun, contained in the object phrase, is c-commanded by the quantified 
expression, which is in subject position. In (21 b-c ), the c-command condition is no 
longer satisfied as can be seen in (21 d) below; the antecedent (the dog I every dog) in 
the relative clause does not c-command the pronoun in the main clause. - d. IP 

DP - ------------!' 
(21) 

o0 
----- ---- NP hlt him 

I NP--- --- CP 
I = the man who disliked the dog,! every dog, 

In (21 b ), the pronoun is referential anaphonc pronoun subject to Condition B of 
-Binding Theory; it should not have a c-commanding antecedent in its govcming 
_category (= thc clause), and in faet, it does not.In (21 e), the pronoun cannot be 

interpreted as bound by the quantifier, preeisely because the quantified expression does 
not e-eommand it. The following eondition regarding the intcrpretation of pronouns can 
now be stated: 

(22) A pronoun must be c-commanded by its binder in order tobe 
intcrpreted as a bound variable. 

So far, we have treated (22) as a condition on S-Struetures. As will bc scen 
below in the analysis of epithets, there is evidence that eondition (22) should hold on 
LF representations. Keeping this in mind let us cxamine thc contrast betwecn the wcll­
fonned and the ill-fonncd examples (23). 

(23) a. Everyone, loves his,,, mother. 
b. His, mothcr lovcs everyone,. 
c. lt upset everyone, that he,,, was sick. 
d. îhat he, was siek upset everyone, .. 
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In (23 b-d), the indicated anaphore relations are not possible. Suppose that 

Quantifier Raising bas applied, deriving the following LF represenf.a!ions ~! '.v)_amples (23 ). 

(24) a.[r, Everyone; [IP x, I~]. vC~ 7" 
b.[1P Everyone, [1, hi~other loves x, ]] 
c.[IP Everyone; [IP it upset x that heili was sick]] 

d.l,P Everyone; [IP that he, was sick upset x, ]] 

In ea.eh case, thc quantifier everyone adjoins to IP, a position from where it 
c-commands arul, therefore, could bind, both the variable and the pronmm. Condition (22) appears 
to be satisfied: since everyone c-comrnands the pronoun, it should be able to bind it 0n the current 

-interpretation ofthese facts, what is at stake is the relative position ofthe variable and the pronoun, 
-since it is the vanable that is in fact the antecedent / binder of the pronmm. 1n tcITllS of linear ordcr, 
in the incorrect configwations (24b, d), a variable is coindexed with a pronoun to its lefi. Hencc the 

earliest proposal to deal with thcse case was Chomsky's Leftness Condition. 

(25) Leftness Condition 
A variable cannot bc an antecedent for a pronoun to its lefi. - Onc recent proposal for capturing the Leftness Condition in hicrarchical tcnns i~ 

a restatcmcnt of condition (22) as a condition on LF rcpresentations. 

(26) The Strict c-command Condition 

ln a configuration where a pronoun P and a variable / trace V!T arc both 
bound by a quantifier, the variablc / trace must c-command thc pronoun. 

-- Thus, it appears that in the wcll-fonncd representations (24 a,c), the quantificr 
binds the variable and the variablc is itself in a c-commanding position with respect to 

.Jpe pronoun. For examplc, in (24a), thc variable x, which is in subjcct position, 
c-commands the object phrase, and is in a position to function as thc antecedent of the 
pronoun; in its turn, the variablc is c-commanded by the quantificr adjoincd to the 
sentence. In contrast, in (24 b), the variable x, is in objcct position and cannot c­
command the subject phrasc violating thc Strict c-command Condition. Hcnce, thc 

_yariable cannot be the antecedent of thc pronoun and thc bound-variable reading of the 

pronoun is ruled out. (Sentence (23b) is well-fonned if his is intcrprcted as a 

referentially independent pronoun: His/John \ mother loves everyone, .) 
Notice in (24) that, in thc ill-forrned (24 b-d), thc incorrect structurc appcars 

.,2s a conscquencc of the quantificr having cros~ed over a corcfcrential pronoun. This is 

why such structures arc labcllcd (ti•cak) tross-over violations. Opcrator-variable 
structurcs crcated by Quantificr Raising may, thcrcforc, induce cross-over violations. 

3. The semantic interpretation of wh-constructions. 
_ There is a Iong tradition of intcrprcting wh-phrascs as semantic opera tors ( sec, 

for instance, Montaguc ( I 974), Karttunen ( I 977), Chomsky ( I 977) and many othcrs), 
similar to the quantificrs discussed above. Thc rclation betwccn a wh-phrasc and thc 
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trace it binds bears a resemblance to the binding of a variabale by a quantifier in the 
- predicate calculus, as can be seen in the following paraphrases. 

(27) a.Whoi do you see t,? 
b.For which X; [ xi is a persan] do you see x, 
b'.? xi [xi: persan] do you sec xi 

(28) a. Which piei did you eat ti ? 
b.? x, [xi pie] you cat x, 

This notation is that of restricted quantification; the material betwecn brackets is 
__g restriction indicating the range ofthe quantifier "?x ";hence, the paraphrase of (28b) 

might be considered tobe: "For which x, , where xi ranges over the things that are pies, 
_did you eat x, ". In this analysis, wh-constructions are, thereforc, assigncd a 

quantification-like interprctation at LF. 

If wc consider thc syntactic rule Move a in the particular case of Wh­
Movcmcnt, it appears that the syntactic rulc is scmantically motivated. The wh-phrasc, 
which is an operator, moves to sentencc-initial position in order to take scape ovcr thc 

sentence. The S-Structure is scmantically more transparent than the D-Structure, 
exhibiting the operator-variable structurc of wh-constructions. Thus ccrtain semantic 

,_,,2pcrators (c.g. the wh-phrases in somc languagcs move to takc scape in syntax, whilc 
other qperators (e.g. the quantificrs someone, everyone) move to take scape at thc levei 

~f Lf. In fact even wh-operators behavc differently across languages. In somc 
~nguages (c.g. English) syntactic movement of thc wh-phrasc is obligatory, in other 

languagcs (c.g. Japonese) it is impossible, while in still othcr languages it takcs place 
sometimcs, but nat always (e.g. French). Wh-phrase that do nat move in syntax, do so 
at thc levei of Lf, sincc thc semantic interpretation of wh-construction is the samc 
across languagcs; (examplcs from Lasnik & Saito (I 992: I). 

(29) English 
a. What did John buy t 
b. * John bought what 
Japanese 
c. John-wa nani-o kaimasita ka 
John-topic what-acc bought Q (a question partide) 
'What did John buy' 
French 
d.Qui as-tu vu t ? 
c.Tu as vu qui? 
'Who did you sec?' 

3.1. Variables and Binding Theory. Thc wh-tracc is a variablc bound by an 
operator. Sincc it is an indcxcd nominal, wc should establish its status with respect to 
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the Binding Conditions. The examples below show a clear sirnilarity between 
referential phrases (names) and variables. 

(30) a. He thought that he said he saw John Smith. 
b. *He thought that hei.said he saw John Smithi-. 

(31) a. Whoi did he think that he said he saw t, ? 
b. ? xi [ xi : person] he thought that he said he saw x, 
c. *? xi [xi: person] he thinks that he,.said he saw xi. 

The referential phrase John Smith in (30a) cannot be coindexed with any 
pronoun preceding it, even when the pronoun is outside the most deeply embedded 
clause which is the Goveming Category of the referential phrase John Smith; this is 
why coindexation (30b) is illicit, and sentencc (30b) is semantically ill-forrned. Binding 

_Theory requires that referential phrases should be free not on only in their goveming 
category, but free in all categories. Comparison of (30) with the structurally parallcl 
sentence (31 a), suggests a refinement of Condition C of Binding Theory: a referential 

_phrase cannot have any antecedent in an argument position. Let us restate Binding 
Theory as in (32). 

(32) Condition A. Anaphors should be bound in their Goveming 
Category. 
Condition B. Pronouns should be free in their Goveming Category. 
Condition C. Rcferential expressions should be A-free (should not 
havc an antecedent in an argument position). 

Undcr this reforrnulation of Condition C, the similar behaviour of namcs and 
_yariable in (30) - (31) is comprehensible. Like names, variables must be A-frec. As 
before, coindexation of a variable with a pronoun to its lefi is prohibited (see (3 Ic)). 
Such cases occur as a consequencc of the wh-operator having moved past the pronoun. 
They too are cross-ovcr violations. In (31 c ), the proposed coindexation violates 

_Condition C, since the variable is coindexed with a pronoun in an A-position. Cross-
over violations that can be dealt with in terrns of Condition C are known as strong 
cross-over cascs. Wc retain that variables behave like names (not like pronouns) with 

--;espect to Binding Theory, obcying Condition C. Variables are then classified as [­
_pronominal] empty categories: Moreover, since they clearly do not havc an (ovcrt) 
. antecedent in their Goveming Category, they arc also unlike anaphoric clements; 
therefore we may characterize them as [- anaphoric, - pronominal] categorics. Thcy 

share the fcatures of referential phrases, regarding Binding Theory. 

3.2. Wcak cross-over phenomcna again. Since Wh-constructions cxhibit 
opcmtor-variable structures likc quantified constructions, we cxpect them to be sensitive to weak 

• cross ovcr phcnomena. This is indced the casc, as the examples below prove: 
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(33) a. •[Who, does [~ mother] like x, 
b. •who, does [the gir! that ~i likes] miss Xi 

c. "'Who, would [ the fact that ~i was sick for three days lor upset x, 

In all these cases the pronoun he/his cannot be considered a bound variable, 
bound by the wh-operator and coindexed with the variable x . The P.attem should be 
familar. In each case, against the Lcftness Condition, there is coindexation between the 
_variable and a pronoun to its leftt. Such a coindcxation is illicit. At the same time, the 
Strict c-Command Condition is also violated in each case. Remember that according to 
this condition, when an operator binds both a variable and a pronoun, the variable 
should c-command the pronoun. In (33a-c), the variable is in object position and cannot 
c-comrnand the pronoun which is contained in the subject phrase. 

More recent research on the weak cross over phenomena has shown that strict 

c-command condition is incorrect or insufficient. Stowell ( 1990) shows that there is a 

_şet of constructions where neither the pronoun, nor thc trace c-command the other and 

which are immune to weak c!oss over. In the following sentences, which belong to 

~towell's examples, the pronouns are in adjunct clauses (outside thc VP node of the 

main clause). The variables are in the main clause, hence neither the variable, nor the 

pronoun commands the other: 

(34 )a. Which man, did Mary dislike t, [ cvcn beforc she met him, ] 
b. Which rnaI\, [even bcfore talking to him, ], did you decide that you dislikc ţ? 
c. What, did the teacher try to buy t, [without testing it, first] ? 
d. Who, did Sally meet t, [before he, had been introduced to her]? 
e. Paul Mason sells no wine, [before its, timc]. 

Despite the lack of c-command betwecn the pronoun and the trace in (34), thcre 
is no weak cross-over effect. Demirdache ( 1991 ), following Stowell ( 1990) proposes a 
different account. The idea is that the wh-phrase generally the quantifia binds indced 
-both the variable and the pronoun, but pronoun and variables obey differcnt binding 
conditions. One auxiliary assumption is necessary, this is the fact that a phrase which 
contains a variable (pronoun or trace) inherits a second index (the so called "slashed 
index") from the variable, finally having a double index. This mechanism has been 
tacitly assumed so far, as can be seen in the analysis of (35). 

(35) a. [Everyone's, mother]j thinks he, is smart. 
b. [Whosc, mother]j thinks he, is smart. 

The pronoun in the embedded clausejis c-commandcd by the main clausc subject 
phrase, and thc pronoun is interpretablq as a bound variable. But the pronoun ~ is not 

~co-indexcd with the subjcct phrase. it is coindexed only with a constituent of thc subjcct 
_phrnse. The suggL'stion is that the subjcct phrase inherits thc index of thc subconstitucnt 
variable, as in (36). 
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(36) a. [Everyone'si mother]i„ thinks hei is smart. 
b. [Whosei mother]v, thinks hei is smart. 

In (36), the subject phrase in the main clause is coindexed with the embedded 
clause subject; since the c-command relation also obtains, the subject phrase in the 
main clause can bind the pronoun in the embedded clause. 

Demirdache ( 1991) proposes that weak cross-over phenomena derive from the 
fact that bound pronouns and traces (which are both variables at LF) are subject to 
different Conditions on Variable Binding, namely (37). 

(37) Conditions on Variable Binding 
(i)A trace must be locally A'-bound. 
(ii) A pronoun must be A'-bound. 

(38) Local Binding 
a is locally bound by 13 iff it is NA'-bound by 13, and if some <p NA'-binds 

a, then either q, NA' binds 13 or cp=l3. 

According to Local Binding, a is locally bound by 13, iff 13 is thc closest possible 
_t>inder for a; i.c. any other binder <p, cither is a binder of 13 or is 13 itself. The trace 
should be /ocally bound by thc antecedent. In contrast, for the pronoun it is sufficient 

-that thc antecedent bc in a c-commanding A' position. Lei us see how (37) - (38) 
account for the weak cross-ovcr cascs: consider first the classical cases (39): 

(39) a. *Who, docs [his, mother];,, Iove t, 
b. Who, loves [his, mothcr),,, 
c. *[His, mother];,, lovcs cveryone„ 
c' -Lr cvcryonei Lr [bis, mothcr],,, lovcs x, I] 
d. Everyonc, lovcs [his,mother)j!i· 
d'.Lr everyonei 1,r [x, loves [his, mothcr]j!d] 

In (39 a, c/c '), the trace / variablc is not locally bound by the wh-phrase / 
quantifier. In each case the subject phrase, inherits the index of the pronoun it contai ns, 
so that the subject phrasc bas the same slash index i as the trace / variable. The subject 
phrasc is a doser c-commanding potential antecedent than the wh-phrase in (39a) or the 
quantifier în (39c/c'). Thc trace/ variablc is thus indircctly bound by a different closer 
antecedent than the inlendcd operator, whenever thcre arc wcak cross over violations. 
In contrast in (39b, d/d') the operator is in fact the closcst binder. This thcory correclly 
predicts lack of weak cross-ovcr violalions in all cxamples of type (34) above or 
(40) bclow. 

(40) Which man, did Mary dislike t, [even beforc shc mel him, I 
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The trace is correctly locally bound by the wh-phrase, which is the closest 
antecedent. The wh-phrase is also in a c-commanding A' position with respect to the 
pronoun in the adjunct clause.The two (independent) condition_s in (37) are satisfied. 

This ends our discussion of weak cross-over phenomena. Notice that while 
strong cross over cases, which can be accounted for by Condition C of Binding Theory, 
characterize both variables and referential phrase (see (30 - 31) above), weak cross over 
cases characterize only variables, therefore LF representations Sentences like ( 41 ), 
which are parallel with the weak cross over violation in (33), are well-formed if the 
variables are replaced by referential phrases. 

(41) a. The girl that he,,, likes misscs John,. 
b. Hisili mother likcs John, . 
c. The fact that he,,, was sick for three days upset John,. 

4. More argumeijts for the existence of Logical Form. 
4.1. Epithets. Epithets (cf. Lakoff (1968)) are noun phrases with pejorative 

connotations (e.g. the bastard, the bloody fool, the sonofabitch, the idiot, a.s.o.) which 
have interesting and peculiar syntactic properties; namely they have the properties of 
both pronouns and of names. Informally, the cxamples in ( 42) prove that epithets have 
thc propcrty that, like pronouns, thcy can bc undcrstood as corcfcrential to another noun 
phrase in the sentence or discourse ( 42); (the cxamplcs arc duc Homstein and 
Weinbcrg, 1990: 133). 

(42) a. Mary waved to Bill, but [the bastard]i wouldn't acknowlcdge her. 
b. Mary slugged Bill, before [the cretin], could make excuscs for himself. 

More formally, epithets may be said to interact with grammatical principlcs in 
the way that both names and pronouns do. Like pronouns, epithets arc sensitive to weak 
cross over effccts. Compare the acceptable (43) where the pronoun his, is coindexcd 
with a referential phrase Baby Face Nelson, with the unacceptable 44 a (with LF (44 
b)), where the pronoun cannot be coreferential with the quantificr eve,y juvenile 
delinquent. The LF representation (44 b) shows that (44 a) is ill-formed in as much as 
through its inherited index [x,'s father],,, is a closer binder for the variablc than the 
quantificr. The Local Binding Condition on traccs is thus violated. 

(43) [His, fathcr],,, wanted ţo scnd [Baby Face Nelson], to rcform school. 

(44) a.*(His, father],,, wanted to send [every juvenile delinquent], to 
rcform school. 

b. 'v'xi [x, a juvenile dclinquent] ([x, 's fathcrli,, wantcd to scnd x, 
to reform school. 

Noticc now that the epithet in ( 45 - 46) behavcs exactly like the pronoun in 
the structurally parallel (43 - 44): 
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(45) [The bastard's; father];ro should have sent [Baby Face Nelson]; to reform 
school. 

(46) *[The bastard's ifather]jli should have sent [every juvenile delinquent]; to 
reform school. 

On the other hand, like names, epithets obey principie C of Binding Theory, requiring 
that an R-expression should not be A-bound (should not have an antecedent in an 
argument position). ln this respect, epithets are unlike pronouns: 

( 4 7) a. *Bill; expected that Bill; would win. 
b. *Bill; expected that the bastard; would win. 
c.Bill; expected that he; would win. 

The question is how to account for the well-formedness of the sentences in 

(48), where thc epithets are felicitously coindexed with antecedent noun phrases in an A 

position, in violation of Condition C: 

( 48) a John criticizcd every senator, in private, while praising [ the bastard]; in public. 
b. John will buy [no wine]; beforc thc damn thing is rcady to drink. 

The answer is that the epithet is coindexed with quantificd expressions in 
( 48). The levei at which the conditions of Binding Thcory and other conditions of 
semantic well-formedness are checked is Logica! Form not S-Strocture, or nat only S­
Structurc. At LF, quantificrs escape Condition C, because they undergo Quantifier 
Raising, being adjoincd to the IP, in a non-argument position. Morcover, they move to a 
c-commanding position, wherc thcy can appropriatcly function as binders of the epithet. 
The variablc left bchind is locally botmd (the quantifier is the closest binder), while thc epithct is 
bound (it has a c-commanding antecedent, namcly the quantifier). The LF rcpresentations in (50) 
are wcll-formed, obeing the conditions on variable binding given in (37). 

(50) a.[IP Vxi [xi: a senator] [,. John criticizcd x, in private, while praising 
[the bastard), in public]] 
b.Lr [Nox,: x, a winc] [,. John will buy x,, bcforc (thc damn thing]. is ready to 
drink]] 

The case of cpithcts clearly shows the necessity for a leve{ of LF distinct from 
S-Structure. At the same time, on the basis of the properties of Quantifier Raisisng and 
Wh-Movcment that we havc prcsentcd ,one can also draw anothcr conclusion regarding 
A' -movcmcnt rulcs, namely : A ·-movement rules induce cross-over violations. 

4.2.Antecedcnt Contained Dcletion(ACD) The qucstion to bc broachcd in this 
paragraph is (again) whcthcr Binding Thcory applies at LF or S-Structure. Anothcr 

"7irgument will bc offered that BT should bc vicwcd as applying at LF. Since Control 
Theory is an cxtcnsion of BT, Control Thcory will alsa apply at LF. -
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The sentences dealt with involve VP ellipsis. The second occurrence of a VP 
~ may (in general)be null, if it is identica} to a preceding VP, on condition that the first 
occurrences does nat c-command the second. Coordinated sentences illustrate the 
► general principie of ellipsis. 

(51) a.Everyone smiled, even Lucy did. 
b.everyone(Âx ( x smiled)) 
c.even Lucy did (Âx (x smiles)) 

(52) a.Dulles suspected Philby, and Angleton did too. 
b.Dulles suspecdted Philby, and Angleton suspected Philby.too. 

As a point of departure, it may be assumed that in the semantic interpretation 
of VP ellipsis sentences, the antecedent VP is " copied" into the ellipsis site, under an 

"°ippropriate identity condition. Such a possibility is suggested by the existence of pairs 
like (52a,b).Consider now wxamples like (53), which are peculiar in that the deletion 
site contains the antecedent: 

(53) Dulles suspected everyone that Angleton did [VP e] 

(54) Dulles [VP suspected everyone that Angleton did [VP e]]. 

The problem with sentences like (53) is that the copying ofthe antecedent VP 
_jirecly leads to a reconstructive regress. Representation (54), an S-Structure, makes 
clear the fact that the deleted VP contains the anecedent, the antecedent being the verb 

J>hrase headed by the verb suspect.Copying the antecedent in the deletion site derives 
representation (55), which, in turn, contains an instance of the same empty VP, a.s.o. 

(55) Dulles [yp suspected everyone that Angleton [ypsuspected everyone that 
Angleton did [VP e]]] 

_,b.pparently, the trouble is that copying has applied with respect to the S-Structure, 
ignoring the fact that sentence (53) contains a quantified phrase (everyone), which must 

_21ndergo Quantifier Raising at LF, as shown in (56) 

(56) (everyone that Angleton did [yp eJ]JDulles [VPsuspected e)] 
? 

The difference between this representation and (54)is that now, after Quantifier Raising, 
the antecedent VP (i.e., the VP headed by suspected) contains no more than the trace of 

the Raised quantifier as its object. Copying in this phrase produces the (desirable) (57): 

(57) [everyone that Angleton [suspected eJl [Dulles [VP suspected eJ] 

_The LF representation (57) 1s free of trouble; it indicates that this sentence(=53) is true 
if and only if everyone that Angleton suspected, Dulles suspected as well. Therefore, 

i'Antecedent Contained Deletion sentences cannot be interpreted . without LF 
representations. 
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Let us consider a slightly difference class of examples now: 

(58) a.Dulles suspected everyone that he did. 
b.Mary introduced John to everyone that she did. 
c•Mary introduced John; to everyone that he; did. 
d.Mary introduced John; to everyone hiSj mother did. 

Sentence (58c) displays a disjoint reference effect: John and he must denote 
distinct individuals, coreference is ruled out. relative to BT, this is completely 
surprising since the pronoun (58c) is just as much in a transparent position as that in 
(58b). Things retum to normal in (58d). The problem raised by these cases once again 
emerges from wrongly conidering S-Structures, not Lfs, for BT.Let us examine (59), 
the LF of (58a): 

(59) [[ everyone that bej [suspected eJ]; [Dullesi [VP suspected eJ)] 

In this structure, everything is correct for BT, the pronoun hej is appropriately 
free in its governing category.The same is true about (60), the represantation of(58b): ...... 

(60) [[everyone that sheJ"'introduced John to e;]; [Mary) introduced John to eJ 
Things are different for (61-62), representing (58c). Representation (62) is 

_derived first by application of Quantifier raising, producing (61), and then by copying 
in the antecedent VP: 

(61) [[everyone that hej did[VPek]];[Mary [VPintroduced Johni to e.],)] 

(62) [[everyone that bej [VP introduced Johnj to eJ]; [Mary [introduced 

Jo~ toeJ] 

Clearly, (62) represents a violation of Condition B, since the pronoun he) 
c-commands its antecedent John .A Principie B violation is not similarly induced under 

- J 

reconstruction in the LF (63) of sentence (58d). In (63) below, the pronoun hisJ is 
_ syntactically free(tboth occurrences of Johi\, and, hence, they can be understood coreferentially. 

Only for (58c) does Quantifier Raising + reconstructiion of the deleted VP feed Principie B, in 
contrast to the pronouns in the LF representation of the other sentences. 

(63) [[everyone that hisJ mothcr[VPintroduced JohnJ to ei]], (Mary (VP introduced 
JohnJ to e,])] 

Moreover, these patterns of anaphora at LF are identica! with those available 
in the overt syntax ofthe language, for instance in sentneces (64): 

(64) a.*After he introduced John to cvcryone, Mary introduccd John to everyone. 
b. After she introduced John to evcryone, Mary introduced John to everyone again 
c. • After he introduced John' s mother to evryone, Mary introduced John· s 

mother to everyone. 
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d. • After his mother introduced John to everyone, Mary introduced John to 

everyone. 

In conclusion, this discussion was meant to prove that the proper levei 
of application for Binding Theory, and, consequently, also for Control Theory is 
Logical Form. 

5. Introducing the Empty Category Principie (ECP). 
We have so far concentrated on those properties of wh-constructions which 

_derive ft\On the fact that these constructions involve unbounded syntactic movement. 
The landing site of this movement was characterized as an A' position, namelyîhe 

form ofa wh-chain where an argument moves is (A/, A,_.', ... , A.'), where all members 
are in A' positions (in SpecCP, in fact), except for the foot of the chain which is in an 

A position (a 0-marked and case-assigned position). lf an adjunct moves, all the 
positions of the wh-chain are A' positions (A,', A,_' , .. ,A.')- We have also defined a 

_general constraint on syntactic movement, i.e. on movement at the levei of S-Structure 
(not LF), namely Subjacency, in terms of which it is comprehensible why island 
con~gurations block extraction. Finally, we have shown that, from a semantic point of 
view, wh-movement creates operator-variable structures; the wh-phrase has the status of 

.,!n operator or logical binder. The trace is a variable having the features [- anaphoric, -
_pronominal], features which reflect its name-like properties; like names, variables obey 
Condition C of Binding Theory. It is also important that wh-constructions contain an 

~mpty category created by movement, the trace. As usual, an empty category raises the 
problem of its identification. The Empty Category Principie (=ECP) is precisely that 
subtheory ofUG which states under what conditions traces / variables are licit. 

lnformally, the ECP says that a trace is licit if it is properly bound from the 
nearest SpecCP, i.e. if it is coindexed with an antecedent (a wh-phrase or an 

]ntermediate trace) in the closest SpecCP. In this case the trace is said to be antecedent 
governed. This requirement îs natural in terms of the analysis of wh-constructions 

.l'resented so far. A trace is also licit if it is closely related to a lexical head, which 0 
marks or case marks the position of the trace; în this case the trace is lexica/ly 
govemed; lexical government îs a subcase of govemment; govemment by a lexical (as 
distinct from a functional) head. The definition of govemment employed în the early 
formulation ofthe ECP (în LGB) is, rouglly, (65). 

(65) Govemment 
a govcms ~(~=a phrase) in the configuration 
a [0 •••• 8° ... ], iff 
,) a is a head x0 (x0 = V, A, P, N, I"[ +Tcnse,+Agr]); 
b)a c-commands ~; 

_c) a and fl are contained in thc same maximal projections, (i.e. no maximal 
projections intervenes between a and 8). 
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In the case of lexical govemment, the range of govemors is restricted to 
lexical ones, (x0 = N V A P), or even to lexical [+V] heads, .( i.e., x0 = V, A). The ECP 

-can then he tentatively formulated as in (52): 

(66) Empty Categmy Principie (ECP) 
A nonpronominal empty category (= a trace) must he properly govemed. 

(67) Proper Goyemment 
ex properly govems B, iff 

a) ex lexically govems B, or, 

h) ex antecedent-govems 8. 

The need for the ECP is clearly seen in the fact that the well-formedness of a 
wh-construction depends not only on the general configuration where the wh­
constituent originates (the island phenomenon), hut also on the nature of the wh­

~onstituent, on whether the wh-constituent is an ohject, an adjunct, or a subject. The 
-empirica! data which force the adoption of the ECP is the existence of an important 
class of asymmetries in the behaviour of suhjects / objects / adjuncts in wh-

constructions, asymmetries which cannot he explained in terms of Subjacency, because 
this condition takes into account only the form of the path over which the constituent 
travels, ignoring the nature ofthe constituent. 

Let us first consider object / adjunct asymmetries. Thest: are seen in the fact 
that certain configurations block the extraction of adjuncts, but allow the extraction of 
ohjects. Let us call weak islands environmcnts which are transparent for objects, but 

opaque for adjuncts. We distinguish between weak islands and strong islands, such as 
..!..he CNPC, the Suhject Island, the Adjunct lsland, the Tensed wh-Island, which do not 
allow the extraction of any_ constituent. Untensed wh-clauses, extraposed suhject 

'""clauses, factive clauses, negative c\auses (inner negativcs) constituie weak islands. 
They allow the extraction of objects, but not the extraction of adjuncts. Here are 
relevant examples, showing the difference between strong / weak islands, as well as the 
asymmetric behaviour of objects / adjuncts in weak islands. 

W cak islands 
Untensed wh-islands 

(68) a. ?What, didn 't they know howto explain t,? 
h.?To whom,didn't they know where to give the prcsent t,? 
c. *How, did they ask you who lefi: the party t, . 

Ext osition islands extr osed s 
r I;;:-... 

(69) a.To whom, is it time to speak t,? 

b. What, is it hight time ~ t, ? 

c. *How, is it time to !cave this party t,? 
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Factive islands 

(70) a. Whaţ do you regret that you have not seen t;? 
b.To whom;do you regret that you could not speak ţ? 
c. *How; do you regret that you talked to her ţ ? 

Strong islands 
Complex NP Islands 

(71) a. *Whaţ have you found someone who would want to buy t; ? 
b. *To whom; have you found someone who would speak t. ? 
c. *How; have you found someone who would like to fix it ţ ? 

Subject islands 

(72) a.*Which books; did [talking about t;] become difficult? 
b. *How; would [to speak to him t;] be inappropriate? 

Adjunct islands 

(73) a. *What; did you leave without buying t;? 
b. *To whorn; did you leave without speaking ti ? 
c. *How, was [ to leave the party tJ a good idea ? 

(74a) 

DP.,... ...._ C' 

what!...C0
,,, & 

diăn't DP -,.;__ 
they ~o \fP 

t. V' 
V0 - ----CP 

kno~ ~vP _.- ',_c:__. 
how, c0 TIJfl 

c l I ppV-----r 
PRO JO --- --VP 

to V' - --AvP 
V' DP ( 
~xplain t, --c-

It should be obvious that Subjacency cannot be responsible for the 
grarnrnaticality contrasts in the weak-islands cases (examples (68) - (70)), since 

...J>ubjacency is not sensitive to the syntactic function of the constituent that moves, but 
only to the structure of thc path which is crossed by movement. Let us examine the 
S-Structure of the untensed wh-island sentences (68a, c) above. It appears that both 
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sentence (68a) and sentence (68b) violate Subjacency. Thus, what in (74a= 68a) above 
moves across the first CP, whose specifier position is occupied by how, into the matrix 
SpecCP position. Movement across a CP node is referred to as /ong movement. What 
crosses two sentence (= IP) boundaries, violating Subjacency. 

(74b) 

CP .,, ..... 
AvP C' 
hdw. c0 ,. --IP 

J, --- --did op- I' ' ,,---_ 
they 1° VP 

I V' t. ___ 

V DP--CP 
ask ' you ·--OP 

I 
who; 

C' -­c0 ţP 

( ] Op --- I' 
t' 1°- ---VP 
' T V',,--- .___ AvP 

V°,, --op tJ 

leave th~ party 

How in (74b) travels along the same path violating Subjace8cy. The 
Subjacency violation accounts for the Iess than perfect grammatical status of 
(68a = 74a), indicated by the question mark on (68a). There remains, however, a sharp 
grammaticality contrast between (68a-b), involving object extraction and (68c) which 

7.nvolves adjunct extraction. This contrast of grammaticality is accounted for in terms of 
_the ECP. The object traces in (68a), (68b) are properly governed, since the verb 
lexically governs its objects. This is why long movement of objects is possible. The 

°âdjunct trace in (68c = 74b) is not properly governed. lt is not lexically governed by the 
~erb (the verb does not c-command it, it is outside the first projection of the verb); an 
adjunct trace has tobe antecedent govemed. But the adjunct trace in (68c = 74 b) is not 

~ntecedent govemcd either, because it is not bound from the nearest SpecCP position. 
The antecedent is too far away to identify this trace. The adjunct trace is not properly 
governed and the ECP is thus violated. 

Consider the subject now. It is in SpecIP position, a position which is not 
Jcxically governed, since Inflection does not c-command the subject (and moreover 
Inflection is not a lexical head). Hence, the subject, like the adjunct cari only be .,_ 
antecedent govemed, it has to be properly bound from the nearest SpecCP position. 

This forrnulation of the ECP predicts a similarity of behaviour between subjects and 
adjuncts, as against objects. The following paradigm, involving (untensed) wh-islands 
confirrns the prediction. 
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(75) a.What; do you wonder howi to fix t; ti ? 
b. *Howi do you wonder what; to fix t; ti ? 
c. *Whoi do you wonder what; ti painted ţ ? 

Thus only objects niay undergo long wh-movement, because only objects are lexically 
govemed. Subjects and adjuncts must be antecedent govemed from the nearest Spec 
.CP. They can only move successive cyclically. This is not possible in wh-islands, where 
_the Spec CP position is already occupied by a wh-word. In fact, as will be seen, the 
picture is more complex than this because there are also cases where subject differ from 
adjuncts in their behaviour under wh-Movement, and pattem like objects. 

What has been said so far however, suffices to show that the ECP and 
_âubjacency are independently needed, as well as the fact that ECP violations are 
ponger than Subjacency violations. A further difference between the ECP and 
Subjacency regards the level where these principles apply and, consequently, the range 
of phenomena they handle. Subjacency is a condition on overt syntactic movement and 
applies at S-Structure. The ECP is a principie of semantic interpretation, regarding the 
Jdentification of traces. lt applies at S-Structure, as well as at LF, to the traces created 
by wh-Movement and NP-Movement ; but it also applies to the traces created at LF by 
Quantifier Raising and other movement rules. 
- There is interesting empirical evidence that the ECP applies at LF. It is argued 
that, ifthe ECP applies at LF, then traces left by LF movement rules must be subject to 
it. Since the object, but not the subject is always properly govemed under thc ECP, the 
,E_rediction of this analysis is that therc will bc subject - object asymmetries when 
quantified NPs are involved, since they must undergo Quantifier Raising at LF. 
_Quantifier Raising of the subject may leave behind an improperly-govemed trace. 
Kayne (1981) has indced dr.;covered asymmetries ofthis sort. Consider (76) - (77): 

(76) a. J'ai exige que personnc ne soit arrete. 
I have required that nobody (not) be arrested . 
.. .I have reqi.Jired that nobody be arrested.' 
b.J'ai exigc qu'ils n'arrctent personne. 
I have required that they (not) arrest nobody. 
'I have required that they not arrest nobody.' 

(77) a. *Je n'ai exige que personne soit arrete. 
I (not) have required that nobody be arrested. 
b.?Je n'ai exige qu'ils arrctent pcrsonne. 
I (not) have required that thcy arrest nobody. 

ln (76), (77) the real negator is the negative quantifier personne (nobody), 
while the partide ne is a scape marker. Ne indicates that in (76) personne has narrow 
scape with respect to thc main clause verb, whilc in (77), personne has wide scape with 
respect to the main clause verb. The problem is to account for the grammaticality 
contrast between the somewhat awkwaed(77b) and the clearly ill-forrned (76a). The 
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assumption that quantifiers raise at Lf to take scape, and that thc traccs lefi bchind 
must be propcrly govemed, immediatcly account for the data. Thc following arc thc Lf 
rcpresentations ofthe faur sentences abovc: 

(78) a. J'ai exige [CP que Lr pcrsonnc, Lr t, ne soit arrctc )ll. 
b. J'ai exigc [CP que [ ir personne, Lr ils n 'arrctcnt t, 111-

(79) a. *[,P Personnc, f,r je n'ai exige [CP que Lr t, ne soit arrctc)lll­
b. [ irPersonne, lir jc n'ai cxigc [CP qu'ils arrctcnt t, ]]]. 

The trace of personne is properly-govemed in all cases exccpt (79a). li is 
lexically govemed by the verb in (78b), (79b) and it is anteccdcnt-govcmcd by 
personne, from the (nearest) IP adjunction site, in (78a) The trace of personne is noi 
however, properly-govemed in (79a), since the antecedent quantificr, personne is too 
far away. On the basis of such cascs it has been argued that the ECP should charactcrizc 
LF-representations. 

6. The Barriers approach to Subjacency and the ECP. 
What has been said so far is presumably enough to suggcst that thcre 1s an 

important similarity between ş_ubjacency_ (which regards, howcvcr, only movcmcnt at 
S-Structure) and antecedent government. Antecedent govcmment rcquires that thc 
antecedent of a trace should be sufficicntly local: it should be in the ncarcst SpccCP. 
Subjacency says that the wh-phrase cannot travcl too far away from thc trace, it must 
nat cross more than two bounding nodcs (where the bounding nodcs (fur English) arc 
NP, S). Both principles concern the antecedent-trace configuration. 

In "Barriers", Chomsky attcmpts to unify subjacency and antecedent 

govemment, therefore, he tries to unify the theories of movcmcnt and govemmcnt. He 

does this by showing that the same nodes block movemcnt and govcmmcnt alikc; thc 

same nodes are barriers for both govemment and movement. The intuition that 

Chomsky exploits in defining the concept of barrier, which gocs back to Cattell ( 1976), 
is that complement projections are "transparent" through thc rclation that thcy havc 
with the verb, while projections which are nat complements block movcmcnt. Thc 

rclevancc of the complement / non-complement distinction is casy to confinn if wc 

rcmcmber that subject projections and adjunct proportions arc islands (as cxtcnsivcly 

shown above); all the cases of unboundcd movemcnt are instanccs of movcmcnt out of 
a complement projcction. 

To undcrstand thc tcchnical definition of thc concept 'barricr' it is 
appropriate to clarify the comcept of domina/ion in a syntax that makes ample use of 
adjunction. Lct us examine the adjunction configuration below: 

(80) 13 
a ------- . --__ 13 
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Severa} remarks are in order. First, apparently, the category l3 bas two 
segments the lower l3 and the upper l3 (which includes a as well). Chomsky assumes 
that in (80) a is not dominated by B. Generally, one category l3 dominates a, only if all 
the segments of l3 dominate a. The following definitions of domination and exc/usion 
(lack of domination) are proposed: 

(81) l3 dominates a only if all segments of l3 dominate a. 

(82) l3 excludes a iff no segment of l3 dominate a. 

Notice the particular situation of the adjoined constituent a in (80): a is not 
dominated by 8, since only one segment of l3 includes a; at the same time, a is not 
excluded by 8, since one segment of 8 is above a. This particularity of the 
configuration is mode use of in the system, as can be seen later. 

lnformally, as already hinted, a barrier is a maximal non-complement 
projection which intervenes between a govemor and a govemee, or between a trace and 

its (immediate) antecedent in a chain. As known, the property that distinguishes 

arguments is that they are 8-marked by a head; but 8-marking is done in the X' or in the 

X" projection of the head (see 83). Complements, unlike subjects, are sisters to heads, 
they are 8-marked inside the first projection of the head; they are 8-govemed. What 

counts is to identify complements of lexical, as opposed to functional, heads. The 

following notions can be defined. (8 govemment has already been introduced in 
precious drapters): 

(83) 

(84) 0-govemment 

X" 
✓-Subject X' 

x0 ----- .___ Object 

8-marking 

8 8-govems a iff 8 is a head, 8 8-marks a, and 8 is a sister to a 

(85) L-marking (Lexical govemment) 

8 L-marks a iff Bis lexical and B 8-govems a 

A barrier can now be defined as an "intervening" non-L-marked maximal 

projection. The definitions we quote represent a somewhat simpler notational variant of 

the Barriers systems, due to Lasnik and Saito (1992). 
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(86) ~ 

B is a barrier for ex if, 
a.Bis a maximal projection (and 8 :ţ;. IP) 

b. B is not L-marked 

c. B dominates ex. 

A node can be an inherent barrier, or it can inherit barrierhood from a barrier that it 
immediately dominates, which is not L-marked. A stipulation of the system is that IP is 
not_an inherent barrier; it can only inherit barrierhood. 

The definition of Barrier relies only on the notion of 0-govemment 
and L-marking and it can be used to define subjacency and govemment without 
circularity. 

6.1. The Barriers version of Subjacency. In the Barriers framework, 
Subjacency becomes a well-forrnedness condition on wh-chains. Ina well-forrned chain 
(!li, ex;+.,·· .,ex.), in each link ( ex;, ex1• 1 ), ex1• 1 bas tobe subjacent to ex; ; ex;+1 is subjacent 

to ex; if there is at mast one barrier between them; in other words if there is at mast one 
barrier that dominates ex;+1 , but does not dominate ex1 .In terrns of domination, ex,., is 
subjacent ex; if there is at mast one barrier for ex;., that excludes ex, . Notice the 
importance of the adjunction configuration now, comparing (87 a, b) below, on the 
assumption that 8 is not L-marked, and is thus a potential barrier. In (87a), 8 dominates 
ex,+1 and it excludes ex; since no segment of 8 dominates ex, ; in this case 8 will be a 
barrier for ex; ; consider (876); ex;., is adjoined to B; consequently B no longer 
dominates ex;+1 and it will not count as a barrier for ex;., even if it is not L-marked. 
Through the interplay of dominance and exclusion, adjunction to a maximal projection 
becomes an escape hatch for movement, a means of circumventing a barrier. 

(87) a. 

-----·----ex; B 

~ --
b. 

--------- B ex, -----ex,+I B 

~ -----i+2 

It îs also important that not al! maximal projections can be adjoined to .The 
following restriction~ operate on adjunction: 
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(88) Adjunction. 
a. Arguments (i.e. DPs, CPs) cannot be adjoined to; (this follows from the 0-
Criterion) 
b. IP adjunction is also disallowed (by stipulation). 

The status of the VP is also important. lt has been convincingly argued ( cf. Law ( 1991 ), 
Lasnik & Saito ( 1992) that the VP node is not a barrier; the argument is that in most 
languages, either at S-Structure or at LF the verb raises to Inflection, and the new 
lexical head [V0 +I0 ] can L-mark VP (Irish is a language where it can be argued that at 
least sometimes VP is a barrier ( cf. Law( 1991 )). Let us admit that VP is not a barrier (in 
the umnarked case), so there is no need to resort to VP adjunction to circumvent a 
possible VP barrier (though this possibility exists in principie). Some evidence that VP 
is L-marked comes from examples like (89) where the VP has been moved, leaving 
behind a trace which appears to be lexically govemed by a lexical head in lnflection. 
Altematively, if VP can be argued to be a barrier, it can be circumvented by adjunction 
of the moved constituent to VP,as proposed in "Barriers". 

(89) They told tim to win the race, and [ win the race JVJ> he did lvi, 

The proposed definition of subjacency (90) below) allows at most one barrier 
to intervene between two links of a chain. 

(90) Subjacency 

a. Ina well-formed chain with link (ex, , ex,.,), ex,., must be 1-subjacent to ex, . 

b.13 is 1-subjacent to ex iff there is at most one barrier for 13 that excludes ex. 

There may be one barrier between the links of a chain, but not more that one. 

If there are two barriers between B and ex, i.e. if B is 2-subjacent to ex, a vcry serious 
violation results.Let us sce how this definition handles island configurations. We start 
with the Complex NP Constraint. 

(91) "' [ CP Where2 did [,P you see [NP the book lCP which, l.r John put t, t2]]] I] 

The movement in (91) clearly violates Subjaccncy. The embedded IP is not a barrier, 
since IP is never an inherent barrier. The CP node is, however, a barrier because it is 
not L-marked; the NP is a barrier by inheritancc, it inherits barrierhood from the 
non-L-marked CP. Two barriers are crossed in violation of Subjacency.Consider subject 
islands next: 

(92) a.?"'[1p Who, did [IP [NP pictures oft,] please you]]? 
b."'[CP What, cid [,p [CP t,' that [,Phe explained t, to mc]] bother you]? 

Consider sentence (92b). represented in (92c) below. The first link of the chain 
(t,', t, ) is well-formed ; as already explained, the wh-phrase being extractcd can 
successfully move from " to t,', the SpecCP position of the subject clause. lts next 
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possible Ianding site is the Spec of th matrix CP; but this movement crosses two 
barriers. The embedded CP is a barrier for t;' since the subject clause is not L-marked, 
the matrix IP is also a barrier for t,' by inheritance, 1:iecause it is the first maximal 
projection that dominates CP. Thus, the second movement violates Subjacency and the 
ungrammaticality of (92b) is correctly predicted. 

(92) C. 

CP 

----- --S pe c C' 
what c0 

--- - IP 
' did CP - ----- I' 

/' --- 10 ------ --------Spec ,C'._....__ VP 
t,• c0 IP V ,,,- ~ 

' ·=-------that NP I' bother you 

1° ------ - VP he ___ .., -
ed V NP PP 

I • I 
expiam ţ to me 

Similar considerations apply in the case of adjunct islands. Consider sentence 
(93), with the possible PM representation (94): 

(93)•Wbat, was Mary bothered because Peter explained t,. 

(94) 

CP - ----SJ?eC _c_ 
What, c_;0 _ ~p 

was NP - I' 

J I' ~----pp 
,_ --=:------

aryt.--l° Vf f fP-
bothered because Spec C' 

I / ----t' c0 IP 
' , -·NP' ·-yp 

Peter V' 'NJ> 
I • 

explained t, 

Movement to the Spec of the embedded CP is licit, and we may admit that the 
preposition because, which bas full lexical meaning may L-mark the embedded CP 
which is not then a barrier. The PP, howevcr, which is an adjunct and is not L-marked, 
is howevcr a barrier for t,'. The matrix IP inherits barrierhood from the PP which it 
dominates. Therefore, there are two barriers for ti' which exclude what, . Subjacency is 
thus violatcd. Before we conclude this section, we ought to make sure that this theory 
allows unbounded movemcnt out of complement clauses. Consider sentence (95), 
represented as (96): 
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(95) [CP What; do [IP you believe [CP t.' that [IP he bought t; ]]]? 

(96) 
CP -- -Spec C' 

wtiat; So ---=== IP 
do NP I' 

y~u 1°-VP 

t v0 
-- ---- CP 

•b1 1· S ____,,,.,- -- C' e1eve pec ----
t', c0 ---

' I -----· that NP 
I 

he 

IP 
-----1' 

1°.-- --- VP 
I / --ed V -NP 

buy t; 

Movement from t, to t; ' is allowed, since no barrier is crossed (Remember that IP is a 
defective ca,tegory which is not an inherent barrier.) The next maximal projection, the 
embedded CP is L-marked by ~. so that it is not a barrier. By the same reasoning, 
movement to the higher SpecCP is licit beca_use no barrier is crossed.The sentence is 
expected to be gramrnatical, and so it is. The "Barriers" formulation of Subjacency can 
therefore predict the major strong island configurations. 

6.2. The Barriers Formulation of the ECP . In the Barriers view of the ECP just 
Iike in the earlier formulation, (66 - 67) above, there continues to be a difference 
between lexical government and antecedent government. 

The lexical government clause in (66) is replaced by a 9-government clause, which says 

that a trace is properly governed if it is 9-governed, that is, if it is 9-marked by a head 
and it is a sister to the head.Antecedent-government is now defined as a subcase of 
'government' and government is defined asin (97): 

(97) B governs a iff there is no barrier for a that excludes B. 

lt is in this defintîon of government that we perceîve the unîfication of the theory of 
movement (subjacency) and the theory of governrnent, since the same barrier nodes are 
relevant for both government and subjacency Government îs a more local notion. B is 
subjacent to a if there is at most one barîer for B that excludes a;that îs, subjacency 
allows one întervening barrier. In contrast„ îf f3 îs governed by a no barrier for f3 
excludes a, that is, no intervening barrier may separate the governor from the 
governee.The ECP is formulated asin (82): 

(82) ECP 

If a is a trace, a is properly governed,if and only if, 

a. a is 9-governed; or 

b. there is an antecedent f3 for a such that 13 govcrns a. 
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This formulation of the ECP, like the earlier one in (66 - 67), predicts the asymrnetry 
between objects on the one hand, which are 8-govemed, and subjects and adjuncts on 
tbe other hand, which are antecedent-govemed. This asymmetry appears in the wh­
island paradigm given in (99), only objects can be extracted out of wh-island and can 

undergo long movement because they leave behind a trace which is 8-govemed by the 
verb, and therefore which is properly govemed. 

(99) a. ?What; do you wonder [howi to fix t; ţ ] 
b. *Howi do you wonder [what; to fix t, ti ] 

c. *Who, do you "'.'onder [whati t; painted ţ ] 

(100) 

CP_ 
Spec --- C' 
wh~t. c0 __... --IP 

I I --· do NP I' 
I 10-- --yp you _____ .._ 

t, Y° CP---
wonder Spec _.-- __... c•--

howi c0 IP 
(] NP--l' 

PRo r-~rn -
I r:-----m,·--AvP ,,,.. 
to V ţ 

fix t; 

(Io (99a = 100) both traces are properly govemed. The adjunct trace ti is antecedent­

govemed by how1 in SpecCP (see 100). Since NP and IP are not barriers, there is 
no barrier between the trace ti and the antecedent ho¾j ; how govems and thus 

antecedent-govems ti . The object trace t, is also properly govemed; in this case the 

8-government clause of the EPC is relevant. The object trace t is 8-govemed by 

the verb fix. The facts are different in (101). The object trace t is 8-govemed and, in 

fact, also antecedent governed. However, the subject trace is neither 0-governed 

nor antecedent govemed. lt is not 8-governed since the subject NP is not a sister to 

the V' (as required by 8-government, cf. (84)). lt is not antecedent-govemed, since there 

is one barrier, namely the embedded CP, which intervenes between who, and t;. The 

embedded CP is a barrier, since it dominates IP, which is not an L-marked constituent. 

IP is defective, in that it does not count itself as a barrier, but it can transmit 

barrierhood to the CP above it. Therefore, who; fails to govem and, therefore, to 
antecedent-govem t; . 
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who, 

(1 Ol) 

CP _.,,,.,., --c· 
c0 

------ ---- IP do NP-- -- I' 

320 

~ou , 0
--- vp 

t, V--CP 
I __.,,,- --wonder Spec C' --
wtlat c0 

---- IP 1 

1'1 NP -- :i• ! 10 -yP 
' lo V ----NP 

I, I 

pamt ti 

6.2.1. That-trace effects with subjects. A further subject/object asymmetry is 
illustrated in (I 02). 

(I 02) a. [CI' Whal, do you believe [ CI' t,' that [,P John bought t; in London]]] ? 

b.L„What; do you believe [CP t;' 1,r John bought t; in London]]]? 
c.*[CI' Who, do believe Iert,' that 1,r t, bought that book in London])]? 

d. 1,-r Who, do you believc lcr t' Lr t, bought that book in London)))? 

In ( I O2a, b ). cach link of the wh-chain (what, , t, ', t; ), is wcll-formed. Thc initial trace t, 

is 0-govemcd ,so that t,' properly govems t, , t,' is antecedent-govcmed by what , since 
it is c-commanded by what , and there is no banier between them. There are thrce 
maximal projections betwecn what and t, : the embedded CP, the matrix VP and IP. 
The embedded CP is not a barrier since the CP, an objcct clause, is L-govemed by the 
verb, the vr is not a barrier since it is (finally L-markcd by Inflection) and the IP is 
ncver an intrinsic barricr, therefore, there is no barrier bctween what and t,'; what; can 
thcreforc antcccdent-govem t; '. The well-formedncss of the ehain (who; , t, ', t; ) in 
(I 02d) is not surprising: t,' antecedent govcms the initial subjcct trace t, since the only 
intcrvening Iris nota barrier; who, antecedcnt-govems t,' by thc same reasoning as above. 

Thc ill-formedness in (1O2c) can only be somehow duc to thc intervention of 
that bctween t,' and t, . Nothing in the theory outlincd so far prcdicts this situation since, 
just likc in (I 02d) therc is no barrier bctween t,' and t, , in thc sense in which baniers 
havc becn defincd so far. To take care of this situation, Chomsky ( 1986) introduces a 
secund notion of barrier, known as minimality barrier. As secn in (103), roughly, a 
mmimality barrier for sume link antecedent - trace, is a lexical head x0 which 
mtcrvcnes bctwcen thc antecedent and the trace, that is, the trace is dominated by thc 
first projcction X· of thc hcad. ln our examplc, t, is dominated by the projection C' of 
thc lexical head that which intervenes between t,' in Spec CP, and t, in subject position. 
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Tbe definition of a minimality barrier is given in (104). Minimality barriers count only 
for govemment, not for subjacency. 

CP 
Spec 
who; 

(103) 

C' 
co IP 
d·o NP I' 

you 1° VP 
t, Vo CP 

believe Spec 
t;' c0 

that NP 

(104) Minimaliţy barrier 

C' 
IP 

I' 
JO VP PP 
ed V' NP 

buy that book in London 

a. 8 is a minimality barrier for ex, iff 8 is an X' ( other than I'), 8 dominates ex, 
and the head of 8, X0 

, is lexical (X ~). 
b. Minimality barriers are barriers only for govemment. 
Remark. I' like iP is a defective node and will not count as a minimality 
barrier. 

The ill-formedness of (102c), it can now be explained as a failure of antecedent 
govemment. There is a minimality barrier for t; that excludes t,'; hence t,' does not 
(antecedent-)govem t;. 

6.2.3.Lack of that-trace effects with adjuncts. But now, notice an unexpected 
twist in the data. We have assumed that subjects and adjuncts can only be antecedent­

govemed and we expect them to pattem alike. Yet, the data in (105) reveal an obvious 

asymmetry between subjects and adjuncts: adjuncts are not subject to that-trace effects. 

Sentence (105d), unlike the structurally parallel (105c) is well-formed: 

(105) a.Who, do you believe [t;' [t, bought the book in London]]]? 

b. *Who. do you believe [t,' that [t, bought the book in London]]]? 
c.Where, do you believe [t,' [he bought that book t, ])]? 

d.Where.do you believe [t, 'that [he bought that book t, )]]? 

Yet, if we assume that the S-Structure of ( I 05d)is ( I 06), it appears that ţ, 1s 
not antecedent-govemed, since the minimality barrier that in c0 should block 
( antecedent-)govemment. 
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CP 
/ --S pe c _,,C' . .,,-- ----Where c0 

...-----: IP 
do NP I' 

I ,--.m 
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you 1° vr 
l v0 " --cP 

• I / -----belieVe Spec C' 
t.' c0 ,,,,- -- IP 
' that NP --- ------- I' 

he 1°-- ---- VP --
1 

_v· pp 
V' NP l 

ed buy that book t; 

To solve this problem, Chomsky (1986a) adopts a solution initially proposed 
by Lasnik-Saito (1984). Basically, the suggestion is that arguments and adjuncts satisfy 
the ECP at different levels of representation. Moreover, it is assumed that the principie 
of Full Representation operates at all levels, requiring that all elements that occur in a 
representation of seme levei should be motivated in terms of the priciple of that levei. 

Arguments are suppossed to meet the ECP at S-Structure, i.e. the trace of an 
antecedent must be properly-govemed at S-Structure. A trace which is properly­

govemed at S-Structure is assigned a feature, say [ +y] which registers that it is properly 
govemed. An object trace is 0-govemed and, thus, properly-govemed. A S-Structure, 
the complementizer that may be present or absent (in English). When it is present, it 
blocks antecedent govemment of a subject trace by an antecedent in SpecCP. This is 
the ţhat-trace effect. The subject trace may fail to be properly govemed as a 
consequence ofthe that-trace effect. 

In contrast, it is assumed that adjunct traces satisfy the ECP at the levei of LF, 

they are not assigned a y-feature at S-Structure but at LF. This assumption has an 
important consequence.If it is truc that at LF only semantically motivated constituents 
are allowed, then the complementizer that, which is devoid of lexical content, should be 
deleted at LF.(There are some exception to this, which will be delat with below). So in 
a PM like ( l 06), at LF, that (the barrier) is no longer present, and, therefore, at LF, the 
trace t;' in Spec CP antecedent govems the adjunct trace, which can be marked (+y). 
Thus, whether or not that is present at S-Structure, the adjunct trace is properly 
govemed at LF, since at that levei that must be absent. This accounts for the lack of 
that-trace effects with adjuncts. This difference between adjuncts and arguments could 
be interpreted as derived from the Projection Principie. Arguments, which are 
obligatory constituents in some sense, must be present at all levels of representation, in 
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well-formed constructions; hence argument traces must receive their y marking at 
S-Structure, and if the trace is not properly govemed, that S-Structure is ill-formed and 
rejected. Adjunct traces are optional constituents; so adjuncts and their traces may be 
checked for well-formedness at LF. Even if an adjunct trace is not properly govemed at 
S-Structure, this does not matter, as long as the trace is properly govemed at LF. The 
paradigin in (105) is this explained. 

These are the main lines of the Barriers approach to the ECP and Subjacency. 
This approach is viewed as the current 'standard' analysis of these phenomena, serving 
as the starting point for many further elaborations, since the theory of govemment is the 
domain of intense syntactic research. Of the many post-Barriers analyses we present 
two. One is Rizzi's theory (in Rizzi (1990)), which develops the concept of minimality 
barrier also stressing the idea that any trace must be govemed by a head as well as by 
an antecedent. The second analysis we present (Hegarty (1991)) is interesting through 
the type of explanation it presents: an explanation based on well-formedness conditions 
on chains and LF representations. 

7. Relativized Minimality. 
White Chomsky had proposed a disjunctive definition of the ECP assuming 

that a trace is either 0-govemed or antecedent-govemed, Rizzi ( 1990) insists that a trace 
should be both strictly govemed by a head and antecedent govemed. Rizzi mentions 
that the ECP is essentially a principie of empty category interpretation. This first 
requires a principie of formal licensing, which specifies in what environment a trace 
may occur. The suggested answer is that a trace may occur only if its head-govemed, 
that is, govemed by an x0 category within the first projection X' ofthe head. Secondly, 
the content of a trace must be identified through the relation the trace establishes with 
an antecedent. In other words, the trace is identified by antecedent-govemment. Rizzi 
proposes the following conjunctive fonnu.lation of the ECP, where the first clause is a 
licensing clause, while the second is an identification clause. 

(107) Empty Category principie (preliminary) 
A non pronominal empty category must be: 
(i)properly head govemed (formal licensing) 

(ii) 0-govemed, or antecedent-govemed (identification) 

Rizzi convincingly argues that head govemment and antecedent govemment are 
independent, and independently required for the well-formedness of constructions 
resulting from movcment. For instance. in the well-formed sentence below one will say 
that thc VP trace is antecedent govemed by t' in Spec CP, and properly head-govemed 
by lnflcction: 

(108) [ I asked John to go home, and [go home] I think [a> t' that [he did t]]) 

https://biblioteca-digitala.ro / https://unibuc.ro



324 

One way of proving that both head-govemrnent and antecedent-govemment 
are needed is to show that there are cases when antecedent-govemrnent is satisfied, but 
head-govemment is not satisfied and that such sentences are ungrammatical. Let us 
consider such an example. English possesses arule which allows a Iong, 'heavy' NP to 
be moved to the right end of the sentence and adjoined there. This rule is usually 
referred to as Heavy NP Shift. Consider now the following paradigm: 

(109) a. I would like to introduce [NP all the students who can solve this 
problem]. to Mary. 
b. I would like to introduce t, to Mary [all the students who can solve this 
problem].. 
c.[~l the students who can solve this problem]. are intelligent. 
d. *[t, are intelligent [all the students who can solve this problem].. 
e.l believe [IP [NP all the students who can solve this problem]. tobe intelligent]. 
f.l believe [IP t, to be intelligent [NP all the students who can solve this 
problem]J. 

(11 O) 

I,P 
NP 
I 10 

' I would 

I' ------ - VP 
VP-- -- NP 

V --NP --- - pp ~-
' I C>. 

like to t, to Mary [all the students who 
introduce can solve the problem]i 

( 111) 

IP 
IP ----- ------- -- NP 

NP -- -- I' all the stude~ts who can 
t' 10---yp 

( 112) 

IP 
- NP ---- ~ - - I' 

solve the problem 
4 
are intelligent 

[ 
1° -- ------~ VP 

vr- -------- ~P 

l y-- ~IP ~-
s believe NP I' [ all the students who 

t, fO Y_l' can solve the problem], 
io be intelligent 
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Consider (109b = 110), where the Direct Object was, correctly, heavy NP shifted. The 
trace Ieft behind is properly govemed: it is head-governed by the verb (which govems it 
within its imrnediate V' projection); and it is also antecedent-governed since the moved 
NP (which is the antecedent) c-comrnands it and there is no barrier for the trace which 
excludes the antecedent. Sentence (109d), where the subject was heavy-NP-shifted is 
ungrammatical. This is because the trace in subject position is not properly govemed: 
tfie antecedent-govemment reqtiirement is satisfied, as can be seen in (113); the moved 
NP c-comrnands the trace, and no barrier intervenes between trace and antecedent. 
However, the subject trace fai/s to be head-governed, since Inflection does not c­
comrnand the subject position, which, moreover is not contained within the first 
projection of Inflection (see (111)). Thus, antecedent-govemment is not sufficient, 
head-govemrnent must also be satisfied. The correctness of this analysis is confirmedby 
the fact that if an independent head govemor is provided, heavy-NP-shift can 
successfully apply to a subject. This is exactly the case of (106f = 112), where the 
subject of the Accusative + Infinitive construction was heavy-NP-shifted. The trace is 
antecedent govemed, but also head-govemed by the verb in the main clause; this is, 
becuase the verb believe govems the infinitive IP clause, and thus govems both its head 
(the inflection to) and its specifier, the subject of the infinitive clause (which was 
heavy-NP-shifted). The idea that traces must be head-govemed is incorporated in one 
way or another in most current analyses of the wh-construction ( e.g. Law ( 1991 ), 
Lasnik and Saito (1992), Manzini (1992) a.o.). 

7.1. Rizzi preserves the notion of subjacency barrier, defined by Chomsky as 
in (86) above, repeated below: 

(114) (Subjacency) Barrier. 
B is a barrier for Cl, iff: 
a.8 is a maximal projection (and 8 "# IP) 
b.13 is not L-marked ( or not L-marked by a [+V] element) 
c.8 dominates a. 

He develops and refines the idea of minimality barrier (defined in (104) above). The 
crucial intuition in Rizzi's analysis of minimality barriers is that a closer, potential, 
govemor / antecedent of the relevant trace blocks the goveming potential of a more 
distant (intended) govemor/antecedent. This phenomenon is termed 'minimality ejfect ', 
and it is relativized minimality since a certain type of antecedent govemment can be 
blocked only by an intervening antecedent of the same kind. To better understand this 
chain, let us remember that antecedent govemment is an instance of govemment 
(defined in (97) above) and thus the antecedent is a govemor. Secondly, although in this 
chapter we have concentrated on wh-constructions, where the antecedent is in an A· 
position, therefore it is an A' -antecedent, there are other types of movement, associated 
with different kinds of antecedents. We have already discussed head-movement where 
the antecedent is an X0 head-category; there are then rules like Passive, Raising where 
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the antecedent is an A-antecedent, i.e. an antecedent in an A position (Mary was fired t 
, Bill seems [t to have won]). Relativized minimality claims that only a constituent in 
A• position can block govemment of an Antecedent govemor in an A• position, only an 
element in an A position can block antecedent-govemment of an intended 
A-antecedent, etc. Minimality effects may be viewed as conditions on chains. 

Let us consider examples, starting with A' chains. Examiner the sentence below: 

( 115) *How; do you wonder [ which problem; [PRO to solve t; t; ]]? 

In (115), the A' constituent which problem (in Spec CP) intervenes between how; and 
its trace t; , in the intended chain (howi , t; ). Hencejby Relativizedj Minimality, 
antecedent govemment of the trace t; by rwj, is blocked by the closer A' antecedent 

which problem; . Structurally, -y intervenes between ex and B, iff r c-commands B, but 

does not c-command ex. Relativized Minimality can be (informally) defined asin (116). 

( 116) Relativized Minimality: 
X ex-govems Y only ifthere is no Z such that: 
(i) Zis a typical ex-govemor for Y, and 
(ii) Z c-commands Y and does not c-command X 
(where ex-' governs' ranges over A' -governs, A-governs, or head­
governs). 

Once again, the intuitive idea is that only govemors of the same kind interact. ln the 
case of A-chains, that is, cases where the moved NP lands in an argument, in fact, in a 
subject position, the only relevant potential antecedent can be another, closer, subject; 
this is seen in ( 117). 

(117) a.[John; seeks[t;' tobelikely[t, towin])]. 
b.*[John; seems [that i1 is likely [t; to win])]. 

In (117), the trace should be A-antecedent-govemed by the highest subject John, ; but 
this does nat happen; there is an intervening subject„ nanely it, which, under 
Relativized Minimality, blocks antecedent govemment by the highest subject.The same 
is true in the head chain in ( 118). The auxiliary have in c0 cannot antecedent govem its 
trace, because there is an intervening, closer auxiliary which blocks govemment. 

( 118) a. Could they t have lefi? 
b. *Have they could t lefi? 

Con:;ider now ( 119). 

(119) [How do you [think lCPt' that [Bill solved t"]]]]? 

Three heads (V0 , 1°, C0 ) and one subject (A-antecedent) intervcne between the adjunct 
traces (f •, t ') ; however, they do not interfere with govemment of an A' -antecedent, 
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since only antecedents of the same type interact. Taking into account what bas been 
said so far, antecedent government could provisionally defined as in ( 120). 

(120) Antecedent govemrnent. 
X antecedent governs Y, iff, 
(i) X and Y are coindexed; 
(ii) X c-cmrnands Y; 
(iii) no (subjacency) barrier intervenes; 
(iv) Relativized Minimality is respected. 

7 .2. Consider the conjunctive definition of the ECP again: 

(121) Empty Categmy Principie (preliminary) 
A non-pronominal empty category must be: 
(i) properly head govemed, 
(ii) 0-govemed or antecedent govemed. 

Since 0-government is a kind of head-government, the formulation in ( 121) contai ns an 
undesirable redundancy. Rizzi (1990) argues that the notion of 0-govemment bas 
become superfluous and, moreover, it makes the wrong predictions in a series of cases, 
where in spite of the fact that a constituent is 0-marked and 0-govemed therefore, it 
cannot, however, be extracted. One case in point is that of lexically selected 
(subcategorized) adverbs (eg. treat smb. we/1, behave well etc.), which are 0-govemed. 
As formulated in ( 121 ), the ECP predicts that selected adverbs should be extractable, 
because they are head-govemed and 0-govemed, so the trace of such an adverb is 
properly-govemed. This prediction is not confirmed by the data, since all adjuncts 
(whether selected or not) cannot be extracted out ofwh-islands). 

( l 22)a. *How; did they ask you who behaved t, ? 
b. *How; did they ask you who treated her t; ? 

The same kind of argument is provided by the behaviour of subcategorized measure 
phrases. A verb like weigh selects either a direct object (Theme) or a measure phrase. 
The question în (123 c) is ambiguous admitting eithcr (123a) or (123b) as an answer. 
But now notice that if what is extracted from a wh-island, only the Theme reading of 
what survives, since only the object, nat the measure phrase, can be extracted aut of the 
wh-island (cf. 124). 

(123) a.John weighed apples. (John, Agent, apples, Theme) 
b.John weighed 200 lbs (John, Theme, 200 lbs, Measure Phrase). 
c.What did John weigh t,? 

(124) ?What; did John wonder howto weigh t,? 
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It is then possible to simplify the statement of the ECP, by eliminating 0-government 
from (120). 

7.3. The elimination ofthe 0-govemment clause ofthe ECP raises, however, a 
problem that can be noticed by examining the following sentences again: 

(125) a. •How; do you wonder [CP what; [IP PRO to fix ţ t. ]]. 
b. What; do you wonder [CP how; CIP PRO to fix ţ t; ]). 

As initially conceived, the effect of the 0-govemment requirement of the ECP was that 
of offering an escape clause for objects. Both the object and the adjunct in (125) meet 
the head govemment requirement. The object is head-govemed by the verb, the adjunct 
is head-govemed by Inflection (see PMs (100), (103), (106) above); remember that head 
govemment does not require a lexical head, therefore, Inflection may be an appropriate 
govemor). Sirtce the embedded CP is a barrier (because it dominates the non-L-marked 
IP), the adjunct how in (125a) is too far away to antecedent-govem the adjunct trace. 
Moreover, relativized minimality is also violated; govemment by how; is blocked by 
the closer A'-antecedent what; ; sentence (125a) is correctly ruled out. But for the same 
reasons, wh<1t; cannot govem the object trace in (125b), either, and since 0-govemment 
bas been eliminated, it is no longer very clear why sentence (125b) is gramrnatical. 

To solve this problem, Rizzi (1990) starts by re-interpreting the distinction 
between arguments and adjuncts from a semantic, 0-related, perspective. He claims that 
there is a distinction between two types of ro Ies: "W e continue to asswne that all 
selected elements are 0-marked. Even so, there is a clear distinction to be drawn. Some 
semantically selected elements refer to participants in the event described by the verb 
(the Agent, the Theme, the Experiencer, a.o.); other selected (subcategorized) elements 
do not refer to participants, but rather qualify the event (measure, manner, place). 
Arguments like what; in (125) are referential expressions, potentially referring to 
participants in the event. But the gramrnar already disposes of a mechanism connecting 
referential constituents (NPs, CPs) at a distance; this is the mechanism of binding, 
simply requiring c-comrnand by a coindexed antecedent. 

(126) Binding 

a binds 8, iff, 
(i) a c-comrnands 8, 

(ii) a and 8 have the same referential index. 

Elements that have referential roles (subjects and objects) may be connected to their 
antccedents by binding. ln this reinterpretation, the essence of the ECP is the licensing clause 
of head govemment, which specifies the environments where a trace can be situated. 

(127) Empty Category Principie 
A non pronominal empty category must be properly head govemed. 
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The relation between tbe trace and the antecedent is secured by distinct 
mechanisms. 

a) binding, whicb operates only for elements or constituents that have 
referential roles (roughly, arguments); 

b) government, in this case, antecedent-govemment, which operates for all 
other · elements whicb are extracted. Government is a more local relation whicb may 
blocked by a subjacency barrier or by an appropriate rninimality barrier. 

In sentence (125b), wha~ bas a referential role (Tbeme); tbe sentence is 
grammatical, since tbe object trace ti is bead-govemed and tbe operator what, is in a c­
commanding position (= SpecCP) wberefrom it can bind tbe trace. In contrast, howi in 
(125a) bas a non referential role; tbe adjunct trace in (125a) is bead govemed, but it 
sbould be antecedent govemed, whicb it is not. 

7.4. Rizzi's tbeory predicts tbat subjects and objects, ratber tban subjects and 
adjuncts pattem togetber, since botb bave referential roles. This prediction is confirmed 
to a great extent by tbe bebaviour of Romanian: 

(128) a.*Whicb studenţ do you wonder [howi [ţ could solve the problem ţ ]]? 
b. ?Whicb problem; do you wonder [bowi [PRO to solve ti_ţ ]]? 
c. *How, do you wonder [whicb problem; [PRO to solve ti tj )]? 

(129) a. *Whicb studenţ do you think: [ţ that [ţ could solve the problem]]? 
b.Which problem; do you think [t; tbat [Bill could solve t; ]?. · 
c.How; do you think (ti tbat [Bill could solve tbe problem t, ]]? 

(130) a.Ce student, nu ştii (cumi [li' a rezolvat t; problema ti ]]? 
b.Ce problema; nu ştii [cumi [li' vom rezolvat; ti )]? 
c. *Cumi nu ştii [ ce problemă; [IP vom rezolvat; ti ))? 

Tbe examination of tbese examples reveals tbe following: lt is true tbat, in Englisb, 
subjects and adjuncts pattem alike in wb-island cases; in the sense tbat neitber can be 
extracted. But beyond tbis, subjects and adjuncts bebave differently even in English. In 
declarative object clauses (sentences (129)), adjuncts can be extracted, while subjects 
cannot be extracted because of tbe "1hat-trace" effect. In Romanian, there is no "that­
trace" effect - and this calls for an explanation - so tbat in declaratives all elements can 
be extracted (cf. (131 below))). 

(131) a.Ce student, crezi [t; că [va rezolvat; problema]]? 
b.Ce problemă; crezi [t; că [vom rezolvat; împreună))? 
c.Cum; crezi [t; că [vom rezolva problema t; )]? 

On tbe other band, in Romanian wb-islands, subjects and objects pattem alike, both can 
be extracted, unlike adjuncts. 

We have already explained the behaviour of adjuncts under Rizzi's 
formulation ofthe ECP; thcy are bead govemed by the Verb (ifthey are subcategorized 
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constituents) or by Inflection, and they must also be antecedent-govemed. Subjects 
exhibit the reverse problem, in some sense. Since they are arguments and have 
referential roles, they may be related to an antecedent by Binding, which is a more 
pennissive relation than (antecedent-)govemment. However, the difficulty of the 
subject position is that often it is not head-govemed, so that the licensing condition of 
the ECP is not met. This is the case ofthe SpeclP position ofthe subject in English (cf. 
132). The subject is the specifier of lnflection, therefore, it is not govemed by 
inflection, in its immediate lnflection' projection. The subject could be govemed by an 
appropriate element in c0 , since c0 does govem the subject position in its immediate 
projection C', in (132). 

(132) 
C' so-- --IP 

that/0 NP --- -I' 
f 1°- -VP 

Complementizers like that in English are, however, inert for govemment; thus, in 
Rizzi's analysis, the subject position fails to be head-govemed, whence the "that-trace" 
effect (in (112a)). In this analysis, languages exhibit a variety of strategies of providing 
a head-govemor for the subject, so that the subject can be or become extractable. Let us 
ex amine a few of them below: 

7.5. There appear tobe three major strategies which allow subject variables to 
be govemed, and, therefore, which allow the extraction of the subject. First, in 
languages in which the position of the subject enjoys a certain amount of freedom, 
extraction of the subject can take place from a position in which the head govemrnent 
requirement is fulfilled. A case in point is Romanian. We know that in Romance 
languages the verb always raises to Inflection. At the same time, it bas been argued that 
in Romanian the Nominative Case is assigned under govemment by (the Verb +) 
Inflection, in.the basic position ofthe subject, asin (133). 

(133) 
I' 

1° -------- VP 

yo -- - 1° NP -- -- V' 

I_Nom_f 

yo-- -----NP 
' tv 

One argument for this position is that there are clauses (e.g. infinitival clauses) where 
the subject can only appcar post-verbally (e.g. (134)). 

(134) a. Este frig în cameră. 
b. Lui Ion i-e cald. 
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c. Inainte de a veni el Ia noi. 
d. *Inainte de el a veni la noi. 

The position of the subject in (133) is head-govemed by Inflection (or by V0 +I0 ). We 
may assume that in wh-movement construction, the subject is extracted from this head­
govemed position. This explains the lack of subject / object asymmetries in Romanian: 

(135) a. Cine; nu ştii sigur [când [se întoarce t; de Ia Paris]]? 
b. Ce; nu ştii sigur (când [a cumparat Ion t; de la Paris]].? 
a. Cine; nu crede nimeni [t; ca [se mai intoarce t; de la Paris]].? 
b. Ce; nu ştie nimeni [t; că [a declarat Ion t; la Paris]].? 

In other Romance languages, like Italian or Spanish, the Nominative is assigned in the 
ungovemed Spec IP position, but the subject can be freely moved and adjoined at the 
right end of the VP, i.e. there is Free Inversion of the subject. This rule operates in 
Romanian as well. 

(136) Italian a.Crede [che [IP t; ha [[telefonato]w GianniJwJJ. 
(I) believe [that[ bas telephoned Gianni 
b.Non so [CP se [IP t ci potra [[VJ> aiutare] Giannilwl 

(I) don't know [if us will be able to help Giovanni 
Romanian c. Nu ştiu dacă va putea să-i ajute pe copii acest profesor 

lf in such sentences the subject is adjoined to VP, then it can be assumed that this is the 
position wherefrom the subject is extracted; the position is head-govemed by lnflection, 
and this expiai ns why the subject is freely extractable in such languages ( cf. 120)). 

(137) IP 
NP-- - I' 
p~o; 1° ----- --vP 

ha VP _..-- ..______ NP 

t~lefonato Giann(/ t, 

(138) a. Chi credi che ha telefonato ? 
b. un homo che non so se ci patra aiutare 

A second possibility for subject extraction is that c0 is orcan be tumed into a govemor. 
Rizzi claims that the mast frequent strategy of tuming c0 into a govemor is the 
Agreement in COMP phenomenon, which will be explained below. Consider 
configuration ( 139) again. The wh-phrase originates in subject position, and there is 
Specifier-Head agreement between the wh-subject and Inflection, which share the 
features of persan, number (sometimes gender, too). Subsequently, thc wh-phrase 
movcs to the Spec CP position. An important aspect of the theory of agreement is that 
two constituen_ts which are in the Specifier-Hcad configuration may. undcrgo Specifier-
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Head Agreement only if they share or can share features. Thus, a wh-phrase in SpecCP 
may agree with c0 only if c0 is in principie capable of carrying features like person, 
number,namely, only if c0 is an agreeing Co. That in English questions, is not an 
agreeing c0 , for instance. lf c0 is an agreeing complementizer, then the subject phrase 
in SpecCP may cause Spec-Head agreement. c0 acquires- pronominal features and 
may function as a head-govemor for the subject trace. Of course, c0 is in a position 
where it can head-govem the subject (it c-commands the subject in the C' projection). 
The Agreement in Comp phenomen consists in the fact that a c0 may acquire 
pronominal features through agreement with a wh-phrase in its specifier, and may­
thus be tumed into an appropriate govemor for the subject whose features it has 
acquired. In fact c0 indirectly agrees with 1°, through Spec-Head agreement with the 
former specifier ofl0 . 

(139) 
------CP ____ ~ 

SP,ec C' 
wh-NP c0 --- - IP 

[~ n~ber] [ex number] NP------ - I' 
I 10---- --[ B person ] [ B person ] t, VP 

I 

[ex number] 
[B person ] 

Such an analysis is strongly suggested and supported by the existence of languages 
which overtly show complementizers agreeing with an extracted embedded subject. An 
example is French in examples of type (130) below. Notice the subject object 
asymmetry in the choice of the complementizers (in 140 a-b, c-d). Moreover, notice in 
( l 40e) that qui may occur only next to the subject gap, that is, only iii configuration ( 139). 

(140) a. Qui crois-tu [c,, que I *qui Jean avut]? 
b. Qui crois-tu [*que / qui [t chante]]? 
c. L'hoJ11me que je crois [t que I •qui [Jean connaît t]]. 
d. l'homme queje crois [t qui [t viendra]]. 
e. 1 'homme que je pense [t que I *qui [Jean croit [t qui [t viendra]]]]. 

Thus, when an object is extractcd (140a,c), the selected c0 îs que. When the subject is 
extracted (140b,d,e), qui must be employed. In terms of this analysis, this altemation 
between que I qui is the morphological reflex of the application of the Specifier-Head 
agreement between a wh-phrase or wh-trace and the c0 element. More precisely, qui = 
que + Agr features. The agr :eing c0 qui may occur only next to the initial trace (in 
configuration ( 139)), since only in that position it can finall)I acquire the features of the 
Inflection node. In higher clauses, lnflection agrecs with the subject of these higher 
clauses (cf. example (140 e)). Consider now the following English examplcs: 
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. (141) a. *Who, do you think [t; le· that [t, left]]] ? 

b. Who, do you think [t, [C' 0 [t, left]]] ? 

lt looks as if the null complementizer may function as an agreeing complementizer in 
indirect questions, since it is capable to license a subject trace; this supposition would 
account for the well-formedness of(l41b); the null complementizer would head-govem 
the trace, so that the subject trace is properly-govemed in (141b), but not in (141a), 
where that cannot carry agreement features. To implement this idea, Rizzi suggests that 
in English tensed sentences, c0 may be rewritten either as that (C

0

-->that), an element 
which is inert to govemment, or as an abstract formative Agr (C°-->Agr), which may 
acquire features by Spec-Head agreement, tuming into a govemor. We here end the 
presentation of the Agreement in Comp phenomenon. 

The most radical way of elirninating an ungovemed subject trace is the 
insertion of a resumptive pronoun in the position of the extracted subject; this can be a 
particular instance of a generalized resumptive strategy (in wh-constructions and other 
movement constructions), or more interestingly a specific rule for the subject position. 
An example of the latter type is that of Swedish. 

Engdahl (1985: 8) reports that the use of subject resumptive pronouns is fully 
grammaticalized in Swedish in structures in which an ECP violation would 
otherwise arise. 

(142) Vilket ord visste ingen [CP hur [IP det /*t stavas]]? 

Which-word-know-no one-[how [it /*0 - is spelled]] 
'Which word does no one know howto speli?' 

While the resumptive pronoun is obligatory in the above sentence, which illustrates 
extraction of a subject out of a wh-island, the example below show that resumptive 
pronouns are marginal or impossible in other positions, including the subject position of 
embedded clauses with a null c0 , where a subject trace is allowed, presumably by a 
mechanism analogous to the corresponding English structure. 

(143) a. Kalle,kanjag sla vad om [t, / *han, kommen att klara sig]. 
Kalle can I bet about [t / he is-going-to succeed] 
I can bet that Kalle is going to succeed. 

Before concluding this presentation of Rizzi's system, we once more mention 
those of its features which proved to be particularly relevant in the analysis of 
extraction phenomena in different languages, these are the following: a) the idea of 
rclativized minimality itself, i.e. the fact that the goveming potential of somc govemor 
can bc blocked only by a closer govcmor of the same sort; i.e. an A' antecedent can 
block govemment by a more remote A' antecedent, etc; b) the ideea that constituents 
that have refcrential rQles (= arguments) behave differently under extraction form 
constituents that have non-referential roler (roughly, adjuncts); this idea was further 
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developed în Cinque (1990) and Manzini (1992); c) the idea that traces need tobe head­
govemed (as well as antecedent governed or bound). 

8 Government Theory. 
Having reviewed some aspects of the theory of movement, let us sum up the 

results on the notion of govemrnent: 

(144) Government 
lt îs said that ex governs ~ iff ex c-commands ~ and there is no category y that 

'protects' ~ form being governed by ex. y protects ~ în this sense, if it is c-commanded 

by ex ,and either 

(i) 

(ii) 

i) or ii) is true: 

y îs a banier dominating ~; 

y intervenes between ex and ~ (the minimality condition) 

Govemrnent appears as a local form of c-command. Two elements of locality 
went into the definition of government.Government is blocked by certain barriers, and, 
secondly, govemment îs blocked by an intervening category of the appropriate kind, 
namel by a closer governor of the appropriate kind (the minimality condition). These 
ideas have considerable descriptive adequacy, but, as remarked by Chomsky and Lasnik 
(1991:52), they"lack the generality and clarity that we would hope to find în an 
explanatory theory of language". 

Examine the rninimality condition again, illustrated in examples (145) below. 
Movement of a head is blocked by an intervening head(l45a), movement of an 
arguement( a subject/object) to another argwnent position (a non-thematic subject 
position, see next chapter) is again blocked only by an intervening subject (145b), while 
movement of an (adjunct) phrase to a non-argument position (SpecCP) can only be 
blocked by another phrase in a non-argument (SpecCP) position (example(145c)): 

(145) a. He has been reading it. 
*Been he has t reading it? 
Has he been reading it? 

b. lt secms that it is likely that he will win the presidential race. 
*Who, scems that it is likely [ t, to win the presidential race )? 

c. *How do you wonder [ t what, PRO to fix t, t ]? 

The basic intuition, generalizing over the data in ( 145) is that the operation 

Move ex should always try to constrnct "the shortest link", i.e., it should always move 
X

0 

or XP to thc closest appropriate target position. lf some legitimate target of 
movcmeni is occupied, the cost is deviance, as shown by thc cxamplcs above. The idea 
is to regard this as part of a general principie of economy of derivation, a fimctional 
pn·nciple, thereforc.The intervention constraint (i.e. the idea of relativized minimality) 
can be derived from, and replaced by, coniderations of economy of deriavtion. A 
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functional reformulation of the inte1Vention constraint might be ( 146) below 
(cf.Chomsky and Lasnik ,1991:58): 

(146) Minimize chain links. 

If this approach is viable, one can eliminate the inte1Vention condition of (144ii), in 
favour of this general conditon on economy of derivation, restricitng the definition of 
govemment to (147): 

(147) Goyemment 
a govems ~. if a c-commands ~ and there îs no barrier for ~ c­

comrnanded by a.(cfChomsky-Lasnik 1991, 58). 

Thus, an important idea that has emerged from recent linguistic research is that of the 
''functional design of languages" and grammars. One manifestation of this functional 
design is the assumption of a principie of economy of derivation. There is also a 
pinciple of economy ofrepresenatation (cf. also ch ... above), which requires that all the 
elements in a representation of some levei should be justifiable in terms of the 
principles of that levei. Only certain entities are legitimate objects of some levei; for 
instance, a [+low, +high] vowel, or a stressed consonant cannot qualify as legitimate 
objects of the phonlogic/phonetic representation(PF). One may likewise impose 
conditions on legitimate LF objects.Specifically, Chomsky (1990) suggests that a chain 

C = (a1 ... a.) is a legitimate LF object only if it is uniform, i.e., only if all of its 
memebers are alike with respect to some property P. The relevant property P is whether 
or not all the memebers of a chain appear in an A- or in a A' - position. 

9.0ne more analysis ofthe ECP.The increased role ofLF. The functional 
design of languages 
The last analysis of the ECP presented here, that of Hegarty ( I 991 ), makes 

full use of the uniformity condition on chains . Hegarty's analysis shows how the 
grammar evolves towards being more and more a representation of the relation between 
sound and meaning. The most important (ideally: the only) levels of representation 
should be Phonological Form and Logica) Form with a mapping relation between them 
(cf. Chomsky 1992).The existence of LF and PF is beyond dispute, since these are the 
externai interface levels,that is, the points where grammar is embedded in the performance 
systems;(the articulatory-perceptual system, and the conceptual-intentional system). 

The idea is to cut down on the chains that can be derived in the course of a 
derivation, by assuming that all chains at LF must be uniform in the occurrence of A, 
A' positions within thc chain. Without such a condition, thc invcnlO[)' of movcmcnt 
chains derived up to LF would be as in ( 148). 

(148) <!-• (X°, X°, ... , X") head movement (e.g., Verb Raising to Inflection) 
b. (A, A, ... , A) A- movement (e.g., Passive( He, was seen t,), Subject 
to Subject Raising (He, appears t, to have lefi) 
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c. (A', A', ... , A) A' - movement of an argwnent 
d. (A', A', ... , A') adjunct movement. 

The inspection of (148) shows that all the derived chains are uniform except 
(148c). In order to make (148c) uniform, it îs proposed that all intermediate traces 
delete at LF yielding the structure (A', A), an operator-variable chain. The operator­
variable structure must be included în any inventory of legitimate LF structures, given 
the semantic importance of this basic logic structure; consequently, the position of the 
operator is exempt from the condition of uniformity. 0n this assumption, (A', A) will 
count as a uniform chain. The legitimate chains at LF are then the following: 

(149) a. (X", x•, ... , Xj head movement 
(e.g. Has he t. been around for a long time? 
b. (A, A, ... , A) A- movement 
(e.g., [,pHe; appears [IP t; tobe· likely [t; to leave soon]) 
c. (A', A) A'-movement ofan argwnent 
(c.g., Wha~ do you hope [PRO to get t; from him] 
d. (A', A', ... , A') adjunct movement. 
(e.g., How; do you believe [t; that he managed [PRO to get it t;) 

9.1. The ECP again. Hegarty's analysis achieves a considerable simplification 
of the Barriers system, which it assumes as a starting point.( A disjunctive formulation 

of the ECP is assumed:a trace is properly govemed iff it is 0-govemed, OR if it is 
antecedent-govemed.) In particular, it is still assumed that traces should be assigned a 

[±'Y] feature which checks their well-formedness with respect to the ECP;i.e., it checks 
whether they are properly licensed. In contrast with the Barriers system (which required 

al! arguments tobe [+y] at S-Structure),in the present analysis, argument traces may be 
checked for well-formedness either at S-Structure or at LF.Remember that chains of 
A'-moved arguments look different at S-Structure and LF, since at LF, the interrneduate 
traces are deleted to satisfy the condition of uniformity.Chains which were not well­
forrned at S-Structure, because an intermediate trace failed to be properly govemed, 
will be well-formed at LF, where the offending trace is deleted; it is enough that the 
initial trace should be properly licensed. Adjunct chains are already uriiforrn at 
S-Structure, no intermediate traces will delete, therefore, the null assumption îs that no 
marking is necessary and adjunct traces should satisfy the ECP at LF. 

One important detail is that, at least at S-Structure, the VP is considered to be 

a (subjaccncy) barrier (= ;t maximal projection which is not L-marked). Barrierhood of 
the VP may be circumvented by adjunction to VP, since in that case, the trace is no 

longer dominated by VP. Rmember that a dorninates ~ only iff all segments of a dominate 

~- The first asswnption on LF representations that we introduced was then (l 50): 
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(150) Chains must be uniform at LF. Therefore, intermediate traces of 
A'-moved arguments are deleted in the mapping from S-Structure to LF. 

Assumption (150) immediately allows the elimination of 8-govemment, the escape 
clause which allowed long movement of the object. To see how this'is possible, let us 
start with an example that need not include long movement; sentence (151) has 
S-Structure ( 1152). 

(151) What; do you think laţ" that [IP John [VP t;' [VP bought ţ]]]? 

(152) 

ţJPL 
what; C° IP 

Jo NP,... --I' 
I o✓-YOU I _VP 

t V'- --..CP 

• think NP- ----c·---
t" C0 îP 
' that NP - I'.:----_ _ 

John i0 •yp 

I .,,,..- --VP t,'· 
ed V --..._NP 

buy t; 

The VP adjoined trace t,' antecedent govems the initial trace t; (there are no barriers 
between them). Since t,' must delete in the mapping to LF in order to produce a uniform 
object at LF, namely the operator-variable chain (what;, t;), there are no antecedent 

govemment requirements on t,' itself. Given that t;' y-marks t; at S-Structure, so as to 
kecp a record of the licitness of t; at LF, where t;' is missing, it follows that lexical 
govemment oft; is not required. This allows the disjunction between 0-govemment and 
antecedent govemment in the formulation of the ECP (in Barriers) to be eliminated in 
favour of antecedent govemment exclusively. The only link that matters in the 
argument chain is the first, which establishes whether the initial position of the trace is 
licit. The same is true when extraction out of wh-islands is involved, that is, when lonr. 
movement of an argument occurs. 

(153)? What; does John know [CP who; [t; [VP t,' [VP bought tJ]. 

In this example, it is more obvious why 0-govemment is no longer needed; t,'(=the 
VP-adjoined trace) antecedent govems t, and can assign it the f +y) feature. But whar, 

docs not antecedent govem t;', sin ce there is one barrier between them (the embedded 
CP, inheriting barrierhood frorn the non L-rnarked IP). Nevertheless, the ill-formedness 
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the (what;, t;') link no longer matters, since t;' is deleted before LF. The only remaining 
trace, t;, is licensed at S-Structure by antecedent government. 

9.2. A second LF assumption that bas great explanatory force is (154). 

(154) The Principie of Full lnteniretation (FI). Ali elements present at LF 
must play an LF role. 

To become aware ofthe relevance ofthis principie, we shall examine adjunct extraction 
aut of factive complement clauses. lt bas been shown that adjuncts are generally 
extractable aut of declarative complements. 

(155) Where; did you say [that you met him t; ]Cl' 

The adverbial where can be construed with the lower clause , as indicated by 
the indexing in(l55).There is in English, however, a clear contrast between 
propositional verbs (assume,believe, say, suppose, suspect, imagine, claim.etc).. and 
factive verbs and adjectives (regret, realize, deplore, forget, mention, point out, 
surprise, be sorry, be tragic, etc,), with respect to adjunct extraction.The point is that 
adjuncts cannot be extracted aut of factive complements: 

( 156 ) *Where; did you regret that you met him t, ? 

Factive verbs are those which presuppose the truth of their complement 
clauses; the complement clause stays true , whether the main verb is asserted or 
denied.Propositional verbs, in contrast, tel1 nothing about the truth or falsity of the 
complement clause, as can be seen by comparing the following sets of examples: 

(157) a.John regrets that his brother is a genius. 

(➔John's brother is a genius.) (regret îs factive) 
b. John does nat regret that his brother is a genius. 
(➔ John's brother is a genius.) 
c.Bill is sorry that his son tumed to linguistics. 
(➔Bill's son tumed to linguistics.) (sorry is factive) 
d.Bill isn't sorry that his son tumed to linguistics. 

(➔Bill' s son tumed to linguistics). 

(158) a.John believes that his brother îs a genius ( ... but no one else does.) 
(believe is a propositional verb) 
b.John doesn 't believe that his brother is a genius ( ... and we all suspect he is 
right). 

Thus, with regret, he sorry, the truth of the CP is taken for granted, and it is in no way 
affected by the truth or falsity of the main verb. The CP is a fact of the real 
world;(whencc the name "factive " verb). With helieve, and, generally, with 
propositional verbs, the truth value of the CP in the real world is nat determined. 
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~ already announccd, adjuncts cannot be extracted out of factive 
complcments, even though they can be moved out of propositional complcments; bere 
are more examples: 

(159) a.He mentioned that the work had been done carelessly. 
b. •How1 did he mention tbat the work had been done ţ? 
c.She resented that he had rcacted so violently. • 
d.*How; did sbe rescot that he had rcacted ţ? 
e.He said that the work had been done carelessly. 
f.How; did he say that the work had been done ţ? 

• 
This contrast in the behaviour of adjuncts derives from the differcnt semantic properties 
of factive/ prcpositional complements, which lead to different LF reprcsentations for 
factive and propositional complements, respectively. 

A factive complement bas the status of a discoune presupposition: The basic 
intuition that the formalization should capture is that the event / fact exprcssed in a 
factive CP is independent from the one expressed by the main clause; the factive CP is 
"discourse bound". , Hegarty(l991) proposes that in sucb cases, the event variable of 
the CP is bound by the complementizer that , whicb acts like an operator, more exactly, 
an iota-operator (the). Wc have repeteadly stressed that the event variable in.the grid of 
a verb is bound by the Tense morpheme in Inflection, a fact which semantically 
justified the V-to-I Movement. For example, assuming that the verb see bas the 8-grid 

< 1,2,e >, wbere e is an event t8-position, in a root clause sucb as Mary saw Tom, thc 
cvent posirion of the verb is projected with the 8-grid to the VP node, wbere it is 
discbarged by 8-binding by a tensed Inflection; abstracting away from other 8-roles in 
the 8-grid, this proccss is represented in (160). The cmpty brackets < > accompanying a 
node indicate that the cvent position bas been discbarged bclow that node: 

(160) [.,Mary lr<> [ .. [+Tns]] [,.._ see Tom]]] 

I I 

In semantic composition, the 8 binding by a [+Tns] r introduces cxistential 
quantification: 

(161) 3e sec (Mary, Tom, e) 

The interpretation of an embedded clause is always determined by the semantic 
properties of the verb in the main clause; cven the contrast bctwcen factive CPs and 
propositional CPs follows from the contrast between factive verbs and propositional 
verbs. To capture this empirica! fact, we will assumc that in subordinatc clauses r does 
not discharge the event position any more. Discharging the event position is a function 
of r only in root clauses. The event variable of a complement clause will then 
propagate higher up in the clause, bcyond r to the IP levei, and then even higher up, 
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depending on the semantics ofthe main verb. For factive verbs, we may assurne that the 
complementizer discharges the event position ofthe clause at IP, as shown in (162): 

(162) a.John mentioned that Max visited London (factive) 

b.mention[CP< >that[IP<c>Max[ .. <.S[~ visit London]]]] 

The semantic role of the complementizer that is analogous to that of a definite article 
which would bind the event variable. As known, the definite article carries a 
presupposition of existence. Cf. (Strawson (1950), Horn (197l)a.o.). With respect to 
some given discourse, a sentence like Open the door presupposes the existence of a 
door. Similarly, as long as the event variable of the factive complement is assurned to 
be identified by a definite operator (i.e., the complementizer that), it will be 
presupposed that the event occurred (it existed). Thus, examples like (163) with the 
factive verbs regret, forget may also be interpreted as suggested in (164). 

( 163) a.John regretted that Bill killed the cat. 
b.John forgot that Bill killed the cat. 

(164) a. John regretted that the event in which Bill killed the cat occurred. 
b. John forgot that the event in which Bill killed the cat occurred. 

This is how binding of the e-variable by a complementizer accounts for the 
presuppositional status of the factive complement. It is also apparent that the main verb 
does not "interfere" with the interpretation of the complement. Tuming to prepositional 
complements now, consider (165): 

(165) John believes that Max visited London. 

In this sentence, there is no presupposition that the event (state) described in 
the complement clause occurred (holds). Sentence (165) is true just in case the 
propositional complement is true in John 's "belief worlds", in bis mental model of the 
world cf. Johnson Laird (1983). An interpretation of (165) can be formulatcd along the 
following lines: 

(166)( 3e E ME visit (Max, London, e) believe (John,e)] 
M == John's mental model 

ME== the set of events in M 

In other words, (166) asserts that there is an event e in John's mental model, 
and that John stands in a belief relation to that event in his mental model. The semantic 
interpretation of (165) presupposes the semantic composition of the main verb (believe) 
with thw event variablc in the embedded clause. To capture this intuition formally, it 
will be assumed that the event variable of the CP is discharged by the main verb, as 
shown in ( 167), not by the C0 

, which plays no semantic role. 
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(167) believe [CP«>that[IP«>Max[.,<.,.r[_._,.visit London]]]] 

Furthermore, it is assumed that the discharging of the event position by a propositional 
predicate like believe, claim, etc., effects existential quantification over the mental 
model of the world held by the subject of the main verb (John, in example (165), 
structure (167) yielding representation like (166) above. 

In sum, while the complementizer is actively involved in the semantics of 
factive complements, binding the event variable for the CP, Co plays no part in the 
semantics of propositional complements. 

FI predicts that at LF, c• cannot be deleted in case of factive complements, 
because c• discharges the event variable of the complement, and thus has a semantic 
role to play; in contrast, c• plays no role in the semantics of propositional complements; 
since only elements thsat have a semantic role are present at LF, that will bne deleted at 
that levei from the representation of propositional complements. 

9.3. Let us return to the theory of extraction and speli out the following 
assumptions regarding the interpretation and syntax of adjuncts cf. Hegarty ( 1991) 

Assumption 1 Adverbial wh-elements have an event 0-position ( cf. also 

chapter 8 above, and construal of the ad•:erbial wh-element is by 0-identification of this 
event position with that of the modified clause. 

Assumption 2 There is no antecedent government across a C0 .There can be 
antecedent government across C0

, when C0 contai ns no element. 
This assumption captures the effect of the Minimality Condition in Barriers, 

as it applies to the c• system. 
Assumption 3 An overt complementizer that is optional may delete at LF. 

An overt complementizer which is obligatory may not delete at LF. 
lt is hypothesized that complementizers are obligatory when they play a role 

at LF. In factives, c• has an LF role, since it discharges the event position of the 
complement clause. This is why the complementizer C0 cannot be deleted with factive 
complements. In (most) propositional complements, the complementizer is optional (in 
English), it plays no semantic role, and it will not be present at LF. Under thee 
assumptions, it is easy to understand why adjuncts may be extracted out of declarative 
complements, though not out of factive complements, if one compares the LF 
representations ( l 68c,d) of examples ( l 68a,b) below: 

(168)a. Why do they believe [t'(that) Mary hired Bill t]? 
b. *Why did they forget [t' that Mary hired Bill t]? 

I-----------------------------I 
a. '[CPwhy do[,rthey believe[CP<•J'[,rMary[vr<cJhired Bill]t])] 

1------------1 

b. '[CP why did Lr they forget[cr 0 t' that[,r,., Mary[vr<,Jhired Bill]t]]]]) 
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In (168a), the complementizer that (which plays no semantic role), is deleted, 
according to FI; consequently, t' antecedent- governs the initial trace t of why~ 
Asswning the movement chain indicated in (168a.a'), the event position of why can 0-
identify, through the initial trace t, with the event position ofthe lower verb, contained 

in the 0 grid of the verb, which is projected up to VP. The resulting event position then 
propagates to the lower CP node, where it is discharged in semantic composition with 
the propositional verb believe. In sum, the wh-adverbial can be construed with the 
lower clause in the case of propositional verbs. 

Examinig representation (168a') again, it appears that since the event variable 
e of the embedded clause goes up to the CP levei undischarged, it is not criticai that the 
trace t' in Spec CP should antecedent-govem the criticai trace t. In fact, why can also be 

co.nstrued with the lower clause, through the intermediate trace t', since there may be 0-
identification oft' and the event variable e of thev lower predicatre, when both of them 
are in the complementizer projection: 

(169) [CP why do [ .. they say[CP<<>t'[IP<c>Mary[.,.P<c,[hired Bill]t])]]] 
1------1 

For propositional verbs in English, two modes of semantic composition are 
thus available: the event variable may combine with the adverb inside the lower IP, and 
then it matters that the initial trace t, in the chain above, should be antecedent-govemed 
by t', because the initial trace should be properly licensed; altematively, combination of 
the adverbial trace with the event variable takes place in the C° projection (see 
representation ( 169) above ). 

The existence of this second mode of semantic composition explains why 
adverbials can be extracted out of propositional complements even in languages like 
Romanian, French a.o., where complementizers do not delete.(Remember that by 
Assumption 2, there is no govemment across an overt complementizer.) Here is one 
example: 

(l 7O)a. De ce crezi că Maria l-ar angaja pe Ion t? 
I------------------------------------·--I 

b. [CPDe ce[crezi[CP,e-J'că[,r«e•Maria[VP,)-ar angaja pe Ion]t]] 
1-------1 

The expected contrast between English, on the one hand, and French, Romanian (i.e., 
languages where the complementizer is not deleted) re-emerges when there is multiple 
embedding, since the e variable does not go further than the first CP; it becomes 
criticai, at this point, that each trace in the chain should be antecedent govemed. Here 
are examples due to Hegarty ( 199 l ): 

(171) E a. Why does John think (t"(that) Mary said [t'(that)Bill was fired t? 
b.Why did John suggest (t"(that)Mary claimed [t(that)Bill 
assumes[t'(that)Linda was fired t)]) ? 
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F a. Pourquoi penses-tu que Bill est parti t ? 
b. *Pourquoi penses-tu que Marie a dit que Bill est parti t ? 

R a. De ce crezi că Bill a plecat t ? 
b. *De ce; crezi că a spus Maria că Bill a plecat t; ? 

Consider now the factive representation (168b'), repeated below for 
convenience: 

(172) [IP Why did [!Pthey forget[CP<,t' that[IP<..,.Mary[VP<.-,.[hired Bill]t]]]]] 

By Assumption 2, t cannot be antecedent govemed by t' across the 
complementizer 'hat, which cannot be deleted. Moreover, the event variable of the 
lower cxlause is bound at IP levei by the c• that, so that no combination of the trace t' 
with the event variable e is possible (inside the c• projection). Consequently, the 
adverbial cannot be extracted from factive complements in English. Adjunct movement 
out of factive complements is equally impossible in French or Romanian: 

(173) *De ce, regreţi că l-au angajat pe Ion t,? 

CONCLUSIONS I. Thc assumption that the ECP operates at LF, in 
conjunction with thc requirement rcgarding the uniformity of chains affords a 
considerable simplification of the analysis. 

2. In this chapter, it has been shown that all module 
regarding semantic interpretation (e.g., Binding Theory, Control Theory) ultimately 
operate at LF, an interface levei which is conceptually obligatory . 

.I. 
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Chapter 12 

CASE THEORY. A-MOVEMENT 

1. Tbe domain of Case-Tbeory. Abstract case as a syntactic notion. 
Case Theory is another important module of the grammar. It bas often been 

stressed that case diff en from the inherent nominal categories of gender and number in 

being a contextual or relational category. A OP[ or NP]'s case-feature [a Case] is a 
reflex of the OP's position and function in the sentence. Case is a morpho-syntactic 
means of registering on the OP its semantic (in fact, thematic) role and its syntactic 
function, and also of indicating its dependence on some category that assigns case (a 
verb, a preposition, etc). A generally valid principie is that Case is assigned under 
govemment by the case-assigner. To quote Emonds (1985), '"case marking is the 
distinguishing by mcans of a grammatical formative (inflection, prepositiou) of the 
various NPs in structurally different positions in a maximal phrase." 

What has been sa.id so far already shows that Case theory is concemed with 
two types of problems: case-assignment and case-rea/ization. A general statement of 
Case Theory is that any OP, in fact any phonologically realized OP must be assigned 
some case, which registers its structwal position and makes it interpretable 
semantically. Therefore, any lexical OP (i.e. any phonologically real, non-empty) OP is 
assumed to bear an abstract case feature.Toc syntactic aspect of the case module is 
primarily the theory of case-assignment; the theory accounts for the way in which 
different OPs acquire an abstract case feature. The theory shows what categories can 
assign case and how they do it, what positions in a sentence count as case-positions, at 
what syntactic levei case is assigned, what configurations lack case-marked positions, 
what happens to case under movement, etc. 

The basic syntactic insight of case-theory is that each phonologically real NP, 
each NP which surfaces hiş.s (a) case (feature). This principie, known as the Case Filter, 
operates at the levei of Phonological Form and eliminates lexical OPs devoid of case. 

(I ) Case Fi!ter 
•op [- Case ] if OP is lexical (applies at PF). 

1t will be seen that the motivation of the Case Filter is semantic: a caseless OP 
is uninterpretable. Compare: • 11 was stolen a car with A car was stolen; in the first 
scntcnce, the past participk, sto/en, cannot assign Acc(usative) case, and the only other 

case availablc, the Nominative, goes to the expletive it; the Theme OP a car is 
caseless and the sentence is ill-formed. In the correct passive sentence, the Theme OP a c71 be a,signed the Nom(inative) c=, by movement in the preve,bal position 
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where Nom is assigned. Alongside of case-assignment, the second range of problems 
that Case Theory deals with are problems of case-realization; this is an investigation of 
the case-marking devices used across languages. lt is known that there is a variety of 
case-marking devices in the languages of the world. 

The prototypical realization of a case feature (prototypical at least with respect 
to the tradition of Western European gramrnar) is a case inflection: languages like 
Latin, Old English, Russian, German, a.o. are strongly inflected. The term m-case 
(morphologic case) is often used to designate the realization of an abstract case feature, 
through an inflection ( cf. Czep.luch ( 1991) ). Prepositions _ar«:: aţso used as case markers, 
exclusively sometimes (e._g. inthe case ofthe French nouns) or alongside ofinflections, 
in languages like English and Romani an.Word order is another means of case-marking. 
In English, for instance, thc Ace DP must be strictly adjacent to the assigning verb (see 
below). Other less familiar languages systematically use still other means of case 
realization. Tuscarora, for instance, relies on verbal agreement: information about 
which NP bears which thematic role is encoded in the morphology of the verb ( cf. 
Baker, 1988: 114-115). 

In fact, as stressed by Baker (1988) it is "to capture the equivalence of these 
systems [that] theorists go bcyond the notion of morphological case and introduce the 
notion of abstract case, which can be manifested in any way at the levei of PF." At the 
same time, it has to be stressed that these means of case marking are formally non­
equivalent and that case realization has far-reaching consequences in the syntax of a 
language (word order in particular), in its lexical patterns and word-formation 
processes. 

2. A few basic problems of case-assignment and case-realization in English. 
In the typical, corc situation, case is assigned by a head to a complement, to a 

sister DP which subcategorizes thc head and is theta-marked by the head; case will be 
assigned under government in configurations like (2a, b ). -·---._ 

P' 
./ "\. 

P DP 
I I 

sec him before the event 

The basic statements of the theory of Abstract Case, as formulated by 
Chomsky ( 1981 ), were the following: 

(3) a. NP is accusative when governed by V. 
b. NP is oblique whcn governed by P. 
c. NP is nominative when governed by inflection. 

A head assigns case to at most one complement, which it also 0-marks. 
lgnoring the assignment of Nominative by the functional category Inflection,- it is 
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apparent that the two lexical categories which are case-assigners, namely the verb and 
the preposition, are also direct 8-asggners and that they share the categorial feature [ -N ]. 

2.1. As to the mechanism of case assignment, case features may profitably be 
viewed as projections of the case-assigning categories themselves onto the DPs. The [ a 
Case] feature of the assigner is transferred to the DP by the mechanism of head feature 
transmission that has already been described. For instance in (2a) the verb see projects 
its [ + Accusative] case feature, as shown below: 

(4) [+V .... +Accusative]v-NP => V ---- NP [+Accusative] 

Borer( 1984) includes the mechanism of head feature transmission in a more general 
class of Inflectional Rules (morpho-syntactic operations). 

(5) lnflectional Rules are those grammatical operations which regulate the 
transfer of lexical features from heads to arguments. Inflectional Rules apply at any 
levei in a derivation and operate on lexical entries, on features of items. 

As a first general statement, one may say that in English, Ns and As, i.e. the 
[+N] categories, which assign 0-rolcs indirectly, also assign case indirectly, by means 
of prepositions. These prepositions act as case-transmitters. English, like many other 
languages, has a rule of dummy preposition insertion, which shows the difference 
between verbal, and nominal or adjectival behaviour in nearly identical semantic 
configurations. In English the inserted P is of, in French it is de, in Rornanian it is de. 
Here are examples: 

(6) E. V 
a. know the truth 
b. declare war 

c. like cats 
d. realize the truth 

F. V 

R. 

a. aimer Marie 

b. aimer la patrie 
V 

a. a citi cărţi 

b. a iubi muzica 

N 
a. knowledge Qf the truth 
b. declaration Qf war 

A 
a. (be) fond Qf cats 
b. (be) aware Qf the truth 

A 
a. etre amoureux ~ Marie 

N 
b. amour ~ la patrie 

N 
a. citirea ~ 

A 
b.iubitor ~ muzică 

Dummy Preposition Insertion applies at S-structure and it is another 
lnflectional Rule, in as rr:uch as it regulates the proper realization of the grammatical 

feature la:-Casc]. Dummy Prcposition Inscrtion is a rulc which satisfics the requiremcnt 
of case assignment imposed by the Case Filter. The prcposition is inserted in the 
contexts [N° _ DP]NP or [A"_ DP ]AP by adjunction to the DP, as illustrated in (7a)(For 
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a slightly different interpretation of the preposition su in this construction, sec 
Chomsky, 1986a). 

(7) a. A' 

A0 .,,...,,,.,.bP 
I f'--DP 

bf fuusic fond 

b. A' 

A•~----pp 

I ~DP l , 
m intercsted art 

Many Ns and As select particular prepositions that they subcategorize: such 
prepositions, which are listed in the lexicon, are inserted in the D-Structure, asin (7b) 
(e.g. interest in art.passionfor music, crazy about tulips, etc). 

This account of case in English correctly shows that Vs and Ps arc "better" 
case-assigners than As and Ns. 0n the other hand it does not leave much room for the 
fact that in many languages, adjectives may assign m-cases (e.g. Dative in Romanian: 
necesar elevilor, Dative and Genitive in German: mir (D) nutzlich (useful to me). At 
the same time nouns also license Genitive DPs, a fact which is not addressed in the 
sta.tements in (3), e.g. redactarea de scrisorii, but also redactarea scrisorilor. Such data. 
forced the conclusion that further elaboration of Case Theory was needed; this assumed 
the form of an important difference between cases which are structural and cases which 
are not structural, but are inherent or lexical. 

The intuitive core of this difference is to what extent a case is "helpful" in 0-
role identification. The obvious relation between 0-grids and cases had prompted 
Chomsky (1981) to attempt to derive the Case Filter from a condition on semantic 
interpretation, called the Visibility Condition; the latter says that only DPs (or chains) 
that have Case can be assigned 0-roles at LF; 0-roles are assigned or at least checked at 
the level of semantic interpretation since they are in the last analysis assigned to chains, 
and chains emerge on the way from D-Structure to S-Structure). This idea is not without 
problems; for instance, predicative DPs, or appositions, which are surely not 0-marked, 
are marked for case (He is an en~neer): one might claim that they get case by 
agreement, under the subject-predicate relation, and claim that the Visibility Cpondition 
refers to argument DPs. A further difficulty, not so easily dismissed is that PRO is 
assumed to be caseless (because it is ungovernedO, but PRO is an argument, it is surely 
assigned a 0-role, and it has to be visible at LF.(For a tentative solution, see_ 
Burzio(l 994)), In spite of these problems, yet, it is probably correct to distinguish 
severa! k.inds of cases at this point, each associated with slightly different "Visibility 
Conditions". 

Thus, in rich case-mark.ing languages, some cases are semantic in that a DP 
appearing in that marphological fonn will always indicate a particular thematic role 
associated with the case; a very good example is the Vocative case (e.g. Ioane, Ioane, 
dragiJi-s fetele?), always associated with the pragmatic 0-role "discourse addressee"). 
Semantic cascs alluw lhc rctricval of semantic rclations from morphology in the pw-est way. 

Other case- 0-role associations are looser. The ·case is fit to express a variety of 
related roles. The assigner of the case "sharpcns" the meaning-of the DP, specifying the 
suitable role (in the manner discuessed by Miller(l 978));for instance, the Dative in 

https://biblioteca-digitala.ro / https://unibuc.ro



348 

Romanian expresses "Goal" or rather "orientation to a point", and it is swtably 
narrowed down in constructions with the case assigner (util ţării ('Benefactive'), 
superior celui_preceden! ('Goal, reference to point'), ~te). In such circurnstances, one 
speaks of inherent cases. An important property of inherent cases is the "Uniforrnity 
Condition on Semantic Cases", which says that if A assigns inherent case, then some 

DP may get a 8-role from A only if it gets case from A. For inherent cases, a DP 
uniformly acquires its case and role from the same head. 

Last, but by no means, least, there are structural cases: in this situation a head 
A may assign case to a DP, whether it is thematically related to the DP or not, as long 
as the head governs the DP, or is in some other structurally required position. In other 

words, it becomes possible for a DP to get case from one head and 8-role from another; 
in (8) below, him is assigned Ace by suspect, and gets its Agent role from shoot. 

(8) 
_case--, 

:i:hey sJspected him fo have deliberately shot the policeman. 
la-role------~ 

Structural cases merely have to meet an appropriate configurational requirement, such 
as, govemment by the case assigner. The term 'structural case' is often opposed to the 
term 'lexical case' for which Freidin and Sprouse (1992) offer the following definition: 

(9) Lexical case designates a Case marking on a DP that is associated with a 
particular lexical head, and that differs from the canonica! configurational Case that 
would otherwise be assigned to the DP that bears the lexical Case. 

The semantic interpretation of a lexical case is often dependent on the 
semantics ofthe head. lt is easy to see that lexical case obeys the Uniformity Condition, 
therefore it can be subsumed under inherent case. The concept of lexical case stresses 
the idiosyncratic nature of case-selection: one cannot predict what cases a verb selects: 
it is difficult to guess that in Romanian a crede selects not only the (predictable) Ace, 
but also a lexical, quirky, Dat: Cel_bogat nu-l crede pe cel sarac (Ace) vs. Cel bogat nu 
crede celui sarac (Dat). Information regarding the selection of cases is again an aspect 
of subcategorization which cannot be reduced to t8 - structure. 

Re-reading the statements in (3) in the light of these distinctions, it appears 
that 1° and Vs share the fact that they may assign structural case, unlike Ns and As, 
which can only assign inherent or lexical case. Prepositions usually assign inherent 
case, but there are languages where they are structural casc assigners and it will be secn 
that English is one of them. lt appears that. for all their descriptive shortcornings, the 
statements of the early case theory in (3) operated a significant distinction·, sorting out 
the categories that are potential structural case assigners in UG: I, V, P. 

3. Structural cases. The Accusative. 
To understand the significance of the proposed distinctions we will exarnine 

the Ace, as an example of structural case; secondly, we will contrast the behaviour of 
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Ace case-assigning verbs and Dat/Gen case-assigning verbs, to illustrate the empirica! 
relevance of the distinction between structural and lexical case. 

3.1. A typical structural case is expected to bave the following properties, all 
ofwhicb are truc oftbe Ace: 

a) A structural case is associated with no particular 8-role. In fact the Ace may 
be anything except an Agent: He surprised....hJ:I. (Experiencer), He found MI. in the 
garden (Theme), He lefi the countzy (Source), He hit.lw:. (Patient), etc. 

b) A structural case can only be assigned in a particular syntactic position, for 
example, in the ( first-sister) complement position, a position govemed by the assigner. 
Also typical is tbe Spec position, wbere case may be assigned by Spec-Head agreement. 
Structural cases are always assigned in canonica! structural configurations. 

c) Structural case may be divorced from 8-role assignrnent, altbougb it need 
not be; tbus in (!Oa) see assigns case and 8- role, in (10b) prove assigns only case, an"d 

tbe subject oftbe infinitive gets its role from the adjective insane: 

1 O) a. He saw the risin& moon. 
b. He proved him tobe insane. (Tbey proved tbat he was insane.) 

d) Structural case is assigned after Move ex bas applied, presumably at 
S-Structure. DPs tbat are 8-marked but are not in a case position at D-Structure may 
move to a case position during the derivation and may get case at the levei 
of S-Strncture. 

e) Since a structural case is associated with a particular structural position, it is 
predictable. For example, if a verb has only one internai argument, one's first guess is 
that thc argument bas Ace marking. 

At this point it is perhaps the second property, assignment of the Ace in a 
configuration of govemment, tbat needs discussing. In fact, in addition to govemment, 
in certain languages the verb also imposes a condition of string adjacency to the case­
assigned argument (cf. Stowell, 1981); tbat is, nothing (or only certain types of 
constituents) may intervene between tbe verb and its DO. The strengtb of the adjacency 
requirement varies from language to language. In Englisb, adjacency is very strict; even 
a manner adverbial blocks case assignrnent. 

(11) a. Mary read the letter slowly. 
b. • read slowly the letter. 

In French, there should be argument adjacency, i.e. no argument sbould 
intervene bctween the V and the DO, but a manner adverbial or a quantifier may do 

(12) a. Marie a lu lentement la lettre. 
b. • Marie a lu a Paul la lettre. 
c. Marie a lu la lettre a Paul. 
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1n Italian, the V DO sequence may be broken by a maoncr adverbial (13a), but 
not by an IO (13b),or by a tune, or place, adverbial (14b). 

(13) L Maria ba letto attentamente un libro. 
b. •Maria ba datto a Paulo dieci dollari. 

(14) L Maria ba datto dieci dollari a Paulo. 
b. •Maria ba lctto icrifm casa un libro. 

Romanim is even more pcrmissive; all thc ltarrcd semcnces ofEngJîsh, Frcnch 
and Italian bave grammatical counteiparts in Romanian. 

(lS) L Maria a citit rar scrisoarea. (=llb) 

b.Maria i-a citit lui Paul scrisoarea. (=12b) 

(16) L Maria i-a dat lui Paul zece dolari. (=13b) 

b. Maria a citit ieri/acasă o carte. (=13d) 

The condition of strict adjacency for case mgnmcnt is an important word 

order principie for transitive con.figurations in English. Subcatcgorization features 

may be unordercd; for a verb like put. the subcatcgorization feature may simply be 

[ - NP ,PP ) instead of [ - NP-pp ), since word order follows from the principie of 

adjaccncy for case-assignmcnt. 
3.2. lt is not always the case that a unique intemal argument gets Ace case 

marking. A first cxception is that of ergative (unaccusativc) verbs: a class of verbs that 
bavc intemal arguments, but cannot assign thcm Ace case. The objcct of an 
unaccusativc verb moves to subject position wbcre it acquircs Nom marking, thus 
cscaping the Casc Filtcr. But this movcment is possiblc only because the subjcct 
position of an ergative verb is non-thcmatic. Wc bavc argucd that unaccusativcs havc 
no cxtcmal argument in thc discussion of subcatcgorization in cbaptcr 4 abovc. 

Thc transitivity scale bas thrcc positions rather than two: there arc intransitive 
(uncrgativc), transitivc, and ergative verbs. Intransitives(unergativcs) and transitivcs 
sharc thc property of as.,igning a 8-rolc in subject position, as can be secn in 
(19). Fmthermore, therc is an important correlation betwcen a verb's ability to 
assign structural Ace case, and its having or lacking an cxtemal argument, that is, a 
thematic subjecl This corrclation, cxprcssed in (17) is known as Burzio's 
Gcncraliution. 

(17) Burzio's Gcnera.Iization 
A verb can assign 1, i;Cusative case only if it assigns a 8-role to its subjcct. 

As thcir namc shows, unaccusativc or ergative vcrbs cannot assign Accusative 
casc becausc their subjcct position is not assigncd a t8-role (sec (l 7c)). 
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(18) Verbs which do not assign a 0-role in subject position are cal.led non­
thematic verbs. 

a. 

(19). 
VP 

-----1 
NP V' 

[
+0 -1v0 

+Nom 

b. ~Yf 
NP V' - - 1------

1 

+0, I Vo NP 

+Nom r +02 -1 
+Ace 

J'ai bien domlÎ. J'ai achete des cahiers. 

C. VP _,-, 
NP V' 

[
-0 I ~NP 

+Nom [~!cc J 
Je suis arrive t. 

3.2. An internai argument may also acquire lexical case, an "irregular" case 
mark.ing due to the lexical properties of the assigning verb, a case which is 
unpredictable for the given configuration. Thus Datives or Genitives are 
"unpredictable" when they are the .Qnb'. arguments ( i.e., when the Ace is expected). The 
same verb may sometimes allow variation between lexical/structural case or the 
verb may allow only one type of mark.ing. Here are examples from Romanian, 
German, Russian: 

(20) 
(21) 

R a ajuta pe cineva 
a ajuta cuiva 

(22) German a.Er hat Iv- das Mădchen gekiiBt ]. 
He has the girl(acc) k.issed. 
b.Er hat [ v· dem Mădchen geholfen] 
He has the girl(Dat) helped 
c.Er hat [ v· des Mădchens (Gen) gedacht. 
He has ofthe girl(Gen) thought 

(23) Russian a.Ivan poceloval [ etu krasivuju devuiiku) 
Ivan kissed [ that pretty girl,." 
b.Ivan pomog [ etoj krasivoj devuiike ] 
Ivan helped [ that pretty girl)011 

Generally, it is worthwhile mak.ing a distinction between structural and lexical 
case because the two exhibit markedly different bchaviour with respect to a variety of 
syntactic phcnomena. For instance, in German, passive constructions exhibit an 
asymmetry in the behaviour of configurational and lexical case. A structural Ace in an 
active construction occurs as Nom in the passive. In contrast, a lexically case-marked 
object (say a Dative) in an active construction retains the same lexical case marking in 
the passive sentence and cannot alternate with a Nom. 

(24) a. da8 dcr Polizist L,, [ v· den Spion beobachtctc] ] 
that the policeman (Nom) the spy (Ace) observed 
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b.da8 der Spion [VP beobachtet wurde] 
that the spy.(Nom) observed was 

(25) a. da8 der Polizist [VPlv-m.m Spion half]) 
that the policeman (Nom) [ the spy (Dat) helped ] ) 
b. da8 ~ Spion (Dat)[VP geholfen wurde I 
•da8 ru.r_Spion (Nom) [VP geholfen wurde I 
that the spy (Dat!•Nom) helped was 

Freidin (1992: 33) proposes a principie of lexical satisfaction which gives 
priority to lexical properties over structural properties where the two might appear 
to conflict. 

(26)Principle of Lexical Satisfaction 
Lexical properties must be satisfied. 

Interesting evidence for this phenomenon is offered, for instance, by Russian, 
where, (among many other things (see Freidin and Sprouse (1992)) ), a lexical 
"stronger" case may suspend an altemation in case-marking which is freely allowed by 
a structural case. Partitive Gens in Russian provide one striking example of this 
phenomenon. Consider the data in (27): 

(27) a. Structural case (Ace) 
(i) Ja xocu vodu 
I want water(Acc) 
(ii) ja xocu vody 
I want water(Gen) 

b. Lexical case 
(i) Ivan priiel lrr s vodoj ) 
Ivan arrived [with water ),,(Instrumental) 
(ii) *Ivan priiel [,, s vody ) 
Ivan arrived [with water (Gen) ] 

In (27a), the Ace case altemates with the Gen, and this altemation correlates 
with a difference in interpretation: 'the water' ,in (27ai), versus partitive 'some water', 
in (27aii). In (27b), an instance of lexical Case assignment, the same Case (the 
Instrumental) is interpreted as either 'the water', or as a partitive, 'some water'; 
moreover, as (27bii) proves, the Gen cannot be used in this lexical-case context to 
express thc partitive meaning. Satisfaction of the property [+Instrumental] case takes 
precedence over semantic facts and the same PP will be given different readings: the 
casc altemation is possible only in the context of a structural case., i.e. the Ace/Gen 
altemation in (27ai, ii). . 

3.4. The next point of interest involves the licensing of two m(orphologic)­
cases by the same verb. Examples come from German, one of the more familiar well-
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studied languages, and also from Romanian. While accepting the principie of Chomsky 
(1981) that a head assigns case to only one OP, we might relax this to a statement to the 
effect that a verb bas at most one lexical and one structural case to assign (Jaeggli 
(1986),a.o.). In fact, under circurnstances that will be explained, a verb may even 
license two structural cases. Before discussing this, it bas to be specified that the status of an 
m-case as lexical or structural is always determined on the basis of empirical evidence. 

The Dat, for an instance, is an inherent case or a l~xical case when it is a single 
object of a verb or the object of an adjective or noun. But the Dat may be partly similar 
to a structural case when it is a second object in double object verbal constructions 
(when the second object is predictably a Dat because it has to be different from the Ace 
object). We may also conjecture that one of the two Accusatives of the double object 
verbs below is lexical and the other is structural.(For a complete description of verbs 
with two "Direct Objects" in Romanian, see Pană-Dindelegan (1974, 1976). 

(28) a întreba pe cineva ceva./ a ruga pe cineva ceva /a asculta ceva pe 
cinev./a sfătui pe cineva ceva/ a învăţa pe cineva ceva 

The two Accusatives behave differently ; only one of them is passivizable: this 

is the structural case. Just as in the case of German, the lexical case does not become a 

Nom, that is, it cannot be passivized. 

(29) a. L-au întrebat pe Ion lecţia. 
Ion a fost întrebat lecţia. 
*Lecţia a fost întrebată Ion. 

b. Pe Maria au ascultat-o problemele. 
Maria a fost ascultată problemele. 
*Problemele au fost ascultate Maria. 

Let us retum to the problem of how two distinct m-cases, say,one of them 

lexical, and the other one structural, could be assigned. Because of their dependence on 

the assigner, lexically specified arguments will "keep close" to the verb, presurnably in 

some verbal complex, V0 or V', in a structure like (30a) below, proposed for German 
and other OV languages( cf.Czepluch (1991 :168 ff), or (30b) for VO languages. 

I. 
2. 
3. 

(30) 
a. V' --DP .---- V0 

I DP ------- v· 
Ace G~n 
Ace PP 
Dat 

b. 
V' 

V' 
----DP 

yo--op I 
den 
pp 

Dat 

Ace 
Ace 
pp 
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This structure is illustrated by examples like the following German examples: 

(31)a.[daB die Frau (Nom)[v- den Nachbam (Acc)lv- der Liige (Gen) 
bezichtigte]]] 

that the woman(Nom) (the neighbour(Acc) [ ofthe lie (Gen) acuused] 
b[daB die Frau lv- das Buch lv- auf den Tisch legte]]] 
that the woman (Nom) the book(Acc) on the table(PP) laid 

Incidentally, The constituency argued for in (30a) can be proved by the fact that it is 
possible to insert the negation nicht preceding the V0 complex.The negation nicht 
precedes the simple verb V., as it does in( 31'b) below, the negation of(31'a). Yet in 
(31 'c.d) nicht precedes the whole Lexical Case+ Verb structure which acts like a 
V° constituent 

(31 ') a. daB er den W ein dem Bier vorzieht 
that he(Non) the wineAcc) to the beer(Dat) prefers 

b.daB er (Nom) den Wein (Ace) dem Bier (Dat) nicht vorzieht 
c.daB sie (Nom) den Mann (Ace) nicht [.,,.. der Liige (Gen) bezichtigte 
c. daB sie (Nom) [der. Nachbam (Ace) nicht [.,,.. der Liige (Gen) bezichtigte]] 
d. daB die Frau (Nom) [das Buch (Ace) nicht [.,,.. auf den Tisch legte ]] 

Structural cases may suspend the head governrnent requirement, i.e. they may 
be generated outside V', as sisters rather than daughters to V', on condition that V' 
dominates lexical material, in the sense that there is a realized DO in V'. A second, 
structural, argument may be licensed in a configuration like (32b), illustrated by the 
examples in (32c): 

(32) 
a. V' b. 

V'-- --DP 
yo ---- ..___ DP I 

I 
Ace Dat 

c. daB die Frau dem Jungen das Buch gab 

V' 
DP-- -V° 
I DP ___ --V

0 

Dat Ace 

that the woman(Nom) to the boy(Dat) the book(Acc) gave 

Czepluch (1991:169) actually formulates a principie that accounts for the 
licensing of a structural case in structures like (32b): "A lexical category X0 may 
transfer its govemance property if and only if it immediately dominates lexical 
material." 

In VO languages with morphological case like Romanian, we expect the mirror 
image structure of (32b ), · c. (32a) to be possible. In fact, the Romanian Dat shows non­
homogeneous behaviour, under comparison between cases when .it is a single object and 
cases when it occurs in double object constructions. The difference may be partly 
correlated with the distinction between lexical and structural case. Actually, it has been 
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argued, (quite independently from Czepluch, in Cornilescu (1987)), that in double 
object constructions the Romanian Dat is generated and case-marked in the 

configuration ([X0 DPJx- _ Jx-, as a sister to X' [X= N, V], just incase X0 dominl!tes a 
lexical complement in X'; therefore, the proposed structure is exactly (32a), the V+ O 
counterpart of (32b).ln as much as it is related to a particular structural configuration, 
the Dative resembles a structural case. However the Dative always obeys the 
Uniformity Condition and it bas thematic unity, a fact which aligns it with the inherent 
cases. The distinction inherent / structural is not an bsolute dichotomy. It is plausible to 
analyze the Romanian Dat in single object structures as a lexical case and the Dat in 
double object constructions as a partly structural case in the configuration (32a). The 
evidence supporting this analysis is both syntactic and semantic. Semantically, the 
lexical Dat is more diversified. lt may be an Experiencer (examples like (33a), but not 
(33b)), a Benefactive (33b); but its role is rather different in adjectival phrases like 
(34a), where it simply shows a reference or orientation point (some subspecies of Goal), 
and also in PPs; there are three prepositions that select the Dat in Romanian (graţie, 
datorită, mulţumită, all approximately meaning 'thanks to, owing to'). Note, in 
particular, that this Dat does nat even have tobe [+Personal]. The interpretation of the 
Dat DP in (33-35) clearly shows dependence on the head and this suggests that the Dat 
is a lexical case in the single object construction. 

(33) Verb[+Dat] 
a. îmi pare bine, îmi şade bine, ceva îmi place, ceva îmi prieşte, ceva îmi trebuie 
b. a-i zice cuiva Popescu, a aparţine cuiva, a-(i) reveni cuiva 

(34) Adjective [+Dat] 
a. util elevilor, folositor tuturor /progresului ţării 
b. apropiat mie, superior inamicului, inferior preţului de cost 

(35) Preposition (+Dat) 
graţie efortului propriu, datorită schimbă rilor 

The Dative in double object constructions manifests thematic unity; being Iess 
dependent on its head for semantic interpretation, it codes the related (+Personal] roles 
of Goal [Recipient), Benefactive and Benefactive/Possessor: 

(36) a. a-i da cuiva ceva, a-i oferi ceva cuiva, a-i vinde ceva cuiva, etc. 
b. a-(i) cumpăra ceva cuiva, a-i lucra ceva cuiva, a-(i) procura ceva 
cuiva, a-(i) cere cuiva ceva. etc. 
c. a-i lua minţile cuiva, a-şi citi poeziile cuiva, etc. 

As to its syntactic behaviour, the Dat in double object structures is often 
optional, cspccially when it is a Benefactive (e.g. Am cumpărat.flori (mamei). Am cusut 
haine (copiilor). Am aranjat (musa.firi.lor) cele două camere. Am cerut bani 
(stăpânului). When it is present, however, as predicted by the theory regarding the 
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licensing of a second structural case, the structural Dative requires the presence of an 
Ace. With few exceptions( e.g./-am scris mamei), sentences where the Ace is not 
present are unacceptable, or if possible at all, they are felt as elliptical and idiomatized 
(• Am lucrat stăpânului/Am lucrat nişte haine stăpânului. •Am promis copiilor/Am 
promis dulciuri copiilor. •Am oferit oaspetelui/Am oferit un dineu oaspetelui, etc.). 
This distribution suggests that the Dat is assigned in the structure [[V° + NP (+Ace) 1v--
1v-, i.e. a V° that dominates lexical material can transfer its govemance properties to its 
first projection V', so that another structural case is licensed (see (32b)). 

The difference between a lexical and a structural Dative in Romanian is clearly 
manifested in nominalizations. The behaviour of the Dat in nominal phrases also 
strongly supports the contention that the structural Dat is assigned outside X' [where X0 

== N, V], on condition that X' dominates lexical material. The first significant fact is 
that the single object Dat of _verbs and adjectives is not inherited in nominalizations. 
The verbs or adjectives that subcategorize for a Dat either do not have nominalizations 
at all, or the constituent realized as a Dat in the verbal/adjectival construction appears 
as a PP (or Gen) in the nominalized form: 

(37)a. casa îi aparţine/ •apartenenţa casei lui 
b. misiunea revine comandantului/ •revenirea misiunii comandantului 
c. îmi trebuie bani / •trebuinţa de bani/banilor mie /(?? trebuinţa mea de bani) 
d.îmi place filmul / •plăcerea filmului mie 
e. ei îmi zic Popescu ;•zicerea (lor) Popescu mie (de ei) 
(38) el răspunde solicitarilor / răspunsul lui la solicitări 
(39) noi suntem superiori inamicului/ superioritatea noastra faţă de inamic 
schimbare utilă progresului ţării / utilitatea schimbării pentru progresul ţării 

This behaviour ofthe simple object Dat is tobe expected, ifthe Dat is a lexical 
case, representing a particular feature of a lexical head. As expected, there are examples 
of lexical Datives with nouns, but these are simple nouns (denoting relations), which 
are not related to verbs: somnul, vame ş vieţii, nepot regelui, etc; the Dat · is a lexical 
property of these nouns. Unlike lexical Datives, structural Datives can be inherited in 
nominalizations. Romanian possesses a productive class of attributive constructions in 
the Dat.,in nominalizations, but these are invariably nominalizations of double object 
verbs; moreover, the Dat attribute felicitously occurs in nominalizations only if the NP 
corresponding to the verb's DO also shows up: the Dat "unilaterally dcpends on this DO 
NP" (cf. Avram (1964), Pană (1976)). The former DO is realizcd as a Gen or as a PP 
with thc case-transmitting preposition de. 

(40) a. Ei acordă împuterniciri speciale consiliului naţional. 
acordarea de împuterniciri speciale consiliului naţional 
b. Ei au oferit minunate daruri tinerilor premiaţi. 
oferirea de minunate daruri tinerilor premiaţi 
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c. Ei au cumpărat un apartament tinerei familii. 
cumpărarea unui apartament tinerei familii 
d. Ei au intentat un proces fostului ministru. 
intentarea unui proces fostului ministru 

If the Gen or the PP corresponding to the DO is not lexicalized, the 

construction is severely ill-formed or uninterpretable: •acordarea comitetului 

permanent, *intentarea fostului_ministru, •oferirea tinerilor premianţi, •cumpărarea 

tinerei familii. Quite striking for a language where word order is largely free like 

Romanian is the fact that in these nominalizations word order must be strictly observed; 

namely, the former DO must precede the former IO: •acordarea comitetului permanent 
de împuterniciri speciale, *intentarea fostului ministru (a) unui proces. 

(41) N' 
N·--- ----- DP[Dat] 

N" _ __. -- DP[Gen] I 
i~tentarea uriui proces fostului ministru 

These facts naturally fall into place if the Dat is generated and case-marked as 
in ( 41 ): the Dat is exterior to N', and this explains the word order facts; moreover, 
within N', N° govems lexical material and · can transmit its govemment properties to 
N': consequently, a (structural) Dat may be licensed and case-marked. Thus a structural 
Dat is possible in Romanian, in a configuration [x- _ lx•• where X = V", N" and X0 

dominates lexical material in X'; these conditions are similar to those described by 
Czepluch for German.( His claim is stronger, since he claims that the DO and the verb 
constitute a complex V', not V'.) 

lt has to be added for the sake of completeness that German also allows the flat 
two-object structure DP2 [+Acc]. .. + ... DP1 [Dat] ... + ... V"; i.e., there are cases when there 
are no argwnents to claim that the sequence DP1 [Dat]. + ... V" forms a constituent, e.g. 
a V0 constituent as in (30a) above. 

( 42) a. daB er den W ein dem Bier vorzieht 
that he(Non) the wineAcc) to the beer(Dat) prefers 
b.daB er (Nom) den Wein (Ace) dem Bier (Dat) nicht vorzieht 
c.daB sie (Nom) den Mann (Ace) nicht [.,.. der Liige (Gen) bezichtigte 

In particular, when the sentence is negated, the negative nicht precedes only 
the simple verb V", as shown in (42b). In contrast, in structures where one DP was a 
lexical case gcnerated in a V0 complex (i.e. [DPr·· + ... [.,.. DPI ... + .... V0 ])v-, as in 
(30a) and (42c) ), the sentence negation nicht is placed in front of this V" complex, 
indicating constituency. The two argurnents in (42a) are both structural. 
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In a language witb an impoverisbed morpbology like Modem Englisb, 

we expect few double-argument DP pattems for Iack of m-case distinctions. Thus, 

tbougb in a VO language, V DP, DP2 is tbe expected complementation pattem 

for two DP arguments, in languages witb impoverisbed inflectional systems, tbe second, 

DP
2

, position cannot be licensed distinctively relative to tbe first DP,, for lack 

of morpbological cases. As a resuit, tbe second DP argument must be licensed 

by a prepositional case-assigner; tbe "regular" double argument structure will be 

V -DP ~PP, in sucb languages. This is indeed tbe case in Englisb, except for tbe class 

of verbs tbat take a prepositionless Dat IO, followed by an Ace DO, in tbat order, i.e. 
V ~0PJ+Dat] ..... DP

2
(+Acc] (e.g. Tbey sbowed him tbe painting. Tbey bougbt bim tbe 

painting); this structure is exceptional in many ways, and none of tbe many analyses 

proposed for it bas done it full justice (Green (1966), Stowell (1981), Larson (1988), 

Baker (1988), a.o.). 
Tbe cursory comparison of German anq English sheds ligbt on an important 

tbeoretical point; this is the fact that morphologic cases cannot simply be regarded as 
"shallow" morphological refl(,xes of abstract cases, since one does not actually see how 
to cbaracterize differences between abstract case systems. Ratber, whetber a language 
has casc morpbology or not is an independent property of grammars 'tbat bas far­
reaching consequences for the syntax ofthe language. 

3.5. In tbe second place, the discussion of some properties of single objcct and 
double objcct constructions across languages confirmed the view that tbe Ace, assigned 
under govemment, is tbe unmarked possibility of (structural) case realization for tbe 
(least prominent) internai argument. Tbe decissive cvidence tbat tbe Ace is a structural 
case, bowever, is that a verb can assign Ace to a DP which it does not 8-mark. Tbe 
Accusative + Infinitive construction in English and many other languages illustrates this 
possibility. Typical verbs that govem this construction are: believe, find, prove; let, 
make; see, hear; want, expect, etc. Two specifications are necessary before discussing 
the Accusativc + Infinitive. The first regards thc properties of non-finite lnflections, 
that is, Inflcctions that lacks Tense and Agreement features, such as, the 1° of infinitive 
clauses, TO, the inflection of gerund clauses -ING. In English non-finite Inflection 
cannot assign Nom to thc subject because it lacks Agr features. This is why the 
infinitive is often subjecless, as in the following example: / attempted [ [PROJ

0
r TO 

save more money Ier• A second specification relates to the theory of govemment, 
applied with respect to a configuration like (43b): 

(43) a. If some head X0 govems a maximal projectio YP, it govems thc 
head Y°, as well as the specifier position of YP.[lt does not, bowevcr, govem thc 

complement of Y°, ZP; generally, a head does not govem inside the c-command domain 
of another head. I 
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(b) 
x· 

X°--- --yp 
SpecY'- -y• 

Y'__. -zp 
Let us return to the verbs that allow the Ace + Inf construction, listed above. 

They subcategorize for one clausal argument (Proposition), which îs syntactically 
realized as a CP headed by that, or as an infinitive complement, which is an IP, headed 
by TO: believe [+----CP/IP ). lt has to be stressed that ability to take an IP infinitival 
complement is an exceptional lexical property of these verbs; for most verbs, the 
infinitive constructions behave li.ke CP structures (e.g.l arranged [for him to get the 
iohlc.,). The finite and the infinitive complements of the sarne verb are roughly 
synonymous (at least truth-functionally equivalent). Here are exarnples: 

(44) a.The doctors still consider Ca that [IP he is insane]] 
b.The doctors still consider [IP him TO be însa.ne] 
c.I believe Ca that [IP tabs, were kept t, virtually on all foreigners]] 
d.l believe [IP tabs, to have been kept t; virtually on all foreigners ]] 
e.I expected [that he would deliberately hurt her feelings]a 
f.l expected [him to deliberately hurt her feelings ]IP 

The subject of the infinitive complement, like the subject of the finite that-CP 

is 0-marked by the verb [ or adjective] in the subordinate clause. This is particularly 
obvious in ( 44c, d), where the complement clause is passive and the subject is the 
former DO (t;), a quasi-argument idiomatically selected by the verb keep (cf. keep tabs 
on ); it is also obvious in ( 46e, f), where the subject of the complement is interpreted as 
an Agent with respect to the verb hurt and to the adverb deliberately. The subject of the 
finite that-complement gets Nom case from the finite Inflection which has Agr features. 

Notice, incidentally, that the subject position of the finite complement in (45) · 
is not govemed by the main verb. V' governs the CP constituent, therefore, it governs 
its head c• and its specifier; but it does not govem inside C'. The subject gets Nom from 
finite Inflection, by means of a mechanism discussed below. 0n the other hand, the 
subjcct of the infinitive complement in (46) cannot be assigned case inside thc 
subordinatc clause, since the non-finite infinitive inflection TO lacks agreement 
features, and, as stated in (43),(in English) only finite lnflection assigns Nom. The main 
clausc verb is, however, in a configuration where it can assign Ace case. Since V' 
believe in ( 46) govems its IP complement, it governs both its head, TO, and its 
specificr, which is preciscly thc subject position of the subordinate clause. Since it is 
govemed by the main-clause verb, thc subject of the infinitive complement can get Ace 

casc from it. Casc assignmcnt is clearly separated from 0-role assignrnent; the subject 

DP acquires a 0-role from one source (the infinitive verb)· and case from another (the 
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main verb). Such situations are referred to as "Exceptional Case Marking", and verbs 
like believe, prove etc. are called Exceptional Case Marking (= ECM) verbs. lt may be 
concluded that, in English, a verb may assign Ace to a OP that it governs even if it does 
not 0-mark it. Consequently, the Ace is a structural case, and verbs are structural 
govemo~, in English (i.e. they can assign structural case). 

t ·~, 
j' -_. 

(45). 
'- V' 
V°--· .___CP 

I SpecC' - -=::--c•. ·=, 
C0 ~ IPJ 

believe I OP__..-"-, ____ I' 

' --- ----
(46) 

V' 
yu-

1 
believe 

that (+Nom) r VP 
[+Tns, +Agr] .~ 

l--------case---------1 V0 OP 

î----0-marking----------------1 

-ip 
- ----Specl' - I' 

OP 1°--- - VP 

Ace 
[-Tns, -Agr) 
to 

,..____. 
v0 OP 

1--case----------------Î 

Î-------0--marking----------1 

it determines "canonica/ govemment"(Kayne, 1984, Koster, 1987): 

(47) Canonical govemment is govemment in the same direction as the 
direction in which the V govems its direct object. 

Canonical govcmment is rightward if in the grammar of the language V 
govems OP to its right; it is leftward if V govems DP to its lefi. Canonical govemment 
is to the right in VO languages like English and Romanian and to the lefi in OV 
languages Iike Japanese, German, Dutch. 

Having dcfined canonica! govemment, it is possible to state an interesting 
condition on adjunction rules. As known, according to the landing site, movernent rulcs 
instantiate either: a) substitution, which is a movement to an empty, base-generated 
position, orb) adjunction, movernent of so1c1e a to a non-argument categmy ~. forming 
a dcrived structure [~ a [~ .... ) ], i.e. (48). lt is important that, in (48), a is nat 
dorninated by ~. since dornination is defined asin (49). 
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(48) a----~-----~ 
I 

t 
( 49) Domination. 
~ dominates a if and only if all the segments of a. dominate ~-

Then in ( 48) only one segment of ~ is above a., therefore ~ does not dominate 

a.. The condition that adjunction is movement to a non-argument projection (VP, IP) is 

derived from the 0-Criterion. If in ( 48) ~ were a 0-marked constituent and a. is also 0-

marked, the higher ~-position would host two 0-roles, in violation of the 0-Criterion. 
NPs moved by adjunction expectedly leave traces behind; it bas been shown (cf. Kayne 
(1983), Bennis (1986:265), a.o.) that in adjunction cases, the antecedent (i.e. the XP 
that moves) and its trace should be in a canonica[ govemment_configuration; that is, in 
an OV language, the moved phrase, XP, should precede its trace (in an (XP,, t) chain), 
while in a VO language, the moved phrase, XP, should follow its trace (in a (t, XP.) 
chain). This means that adjunctionfreely operates to the lefi in an OV language, and to 
the right in a VO language. According to this principie, if an object DP, which is to the 
left of the verb in an OV language, is moved by adjunction, it can only be moved 
further to the left, i.e. its relative (leftlright) position with respect to the verb is not 
altered, since the extraction site and the landing site are on the same side of the verb. 
This is the intuitive core of the idea of canoni cal govemrnent configuration. 

If the 'canonica! govemrnent configuration' condition defines adjunctions, it 

follows that reordering rules that do not observe this condition must be instances of 

substitution. The empirica! relevance of this condition will appear in an exarnination of 

Scrambling in German and Romanian. 

3.6. Scrambling (the term is due to Ross (1967)) was the name given to rule 

which was operative in languages that had relatively free word order (Latin. German, 

Romanian, etc.) and which re-arranged constituents according to certain pragmatic 

principles. One such principie bas to do with the length of the constituents and says that 
longer, heavy phrases tend to occur towards the right end of the sentence. According to 

this principie, usually referred to as end-weight (cf,Quirk,a.o.(1972)), (50b) is better 

than (50a): 

(50) a. He threw the letter which he had just decodcd into the basket. 
b. He threw into the basket the letter which he had just decoded. 

Another vcry important pragmatic principie rcfcrred to the inforrnation 
structure of the sentencc: constituents that convey new inforrnation (which are 
rhematic) tend tobe placed towards the right end ofthe sentence. Thus, since indefinite 
clements are carriets pf new inforrnation, sentence ( 51 b) is better than ( 51 a): 
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(5 I) a.I gave a tall boy the pencil. 

b.I gave the pencil to a tall boy. 

Scrambling rules are late rules; they operate on S-Structures. Technically 

speaking,many (though not al[) scrambling rules are adjunctions ofXP's, i.e. movement 

of XP's to adjoin to non-argument projections (VP, IP). Scrambling rules obey the 

requirement of canonica! govemment configuration: they freely operate to the right in 

VO languages and to the left in OV languages (cf.Bennis, 1986).The Romanian 

sentence (52a) has the variant (52b), in which the indefinite, rhematic DO bas moved 

over the IO. This variant is produced by scrambling; notice in (52b), as well asin PM 

(53b), that the antecedent (the moved phrase) follows the trace, and that both positions 

are on the same side of the verb. 

(52) 

(53) 
a. 

a. 
b. 

Marru\ a cusut o rochiei fetiţeii. 
Maml\ a cusut t; fetiţeii o rochiei. 

Di> __.JP_ I' 
I 10 -- ----VP 

I DP-- -VP 
I v·-- -op 
t,. ~ I 

maml\ 
a cusut 

V° DP fetiţei 
I I • 

t, o rochie 

b. IP 
DP-- --- I' 
I 10 -- ..___ VP 

I r---_ 
maml\ , ----

a cusut VP DP 
DP-- --VP I 
I V' -- ----.. DP o rochiei 

t,. ~ I 
V0 pP fetiţei 

ti 

Consider a similar example in German; sentence (54a) represents the structure 
discussed in (24a) above. The indefinite DO may move past the IO as in (54b) or evcn 
past thc subject (54c). 

(54) a. dann hat die Frau dem Jungen ein Buch gegebcn 
then has the woman (Nom) to the boy (Dat) a book (Ace) given 
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b. dann hat die Fra11i. ein Buch; dem Jungeni t; gegeben 
then bas the woman a book to the boy given 
c. dann hat ein Buch; die Frau t; dem Jungeni t; gegeben 
then bas a book the woman to the boy given 

Sentence (54a) is a root sentence; the auxiliary verb bas raised to C0 and there 
is a topicalized adverb in tbe Spec C'. Under tbe VP internai subject bypothesis, (54a) 
bas the representation (55a). The DO may be adjoined to the first VP node, moving 
oV'er the IO, as in (55b), and then it may adjoin to tbe next VP node, crossing over tbe 
subject as in (55c). Since German is an OV language, free adjunction operates to tbe 
lefi, the moved constituent precedes the trace, and botb are to the lefi of the verb, in a 
configuration of canonical govemment. 

Interestingly, Koster (1987: 172) bas sbown tbat tbe requirement of canonical 
govemment configuration is too strong, particularly for languages wbere different 
lexical govemors (Vs, Ps, etc.) govem in different directions; yet it can be weakened so 
as to preserve tbe basic insight of uniform left/right position in the PM of all the 
projections linking an antecedent and its trace. 

(55) 
a. CP 

✓--Sîec C' c_____ 
AvP C

0 
.,.,,...,.,..✓ . IP 

I \ 
hat dann 

VP _ r ______ --- ---
--10 

DP --- ---VP 
I DP- ----v· t. ~--- ----DP V0 dic Frau I 

dem Jungen I 
cin Buch gegeben 

b. CP 
SpecC'...- ---- C' 

I co -- ----- IP 

At p I 
dann hat 

I' vC ---------
op-- V~ 
I DP--- VP 

dic Frauk I ci=P-----v· 
cin Buch, I DP V0 

I I 

t, gegcbcn den Jungcn, 

I" 
! 
t. 
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c. CP ---SpecC' C' 
r C'--- -IP 

AvP 

I 
dann 1 L~~r-------,10 

OP VP 
OP -- ---- VP t. 

ein B el\ I D~ -----~ 
die Frau,. I OP ____ V' 

t; I D p -----V" 
~ 

dem Junge~ t; gegeben 

4. Clitics and Case. 
We have not mentioned the functional category of clitics so far. The presence 

of clitics in a language defines another parameter of variation. The existence of clitics 
in a language may afîect (among other things) the case realization system of that 
language, which is why we briefly mention clitics at this point. Romanian is a clitic 
language.Like most Romance languages, it disposes of pronominal clitics (Dat./ Ace. 
personal/reflexive fonns: El îmi vorbeşte, El îşi arninteste, El î/ spală, El se spală,), as well as 
of adverbial clitics: mai, prea, ne- (cf. nu a mai vorbit, nemaivorbind, n-aş prea vrea etc. *a 
adesea vorbit, *a.ş rareori vrea), which enjoy special privileges of occurrence. 

Definition - Syntactic clitics are X0 elements that do not project a maximal 
category. Thus clitics are heads (X0 constituents) which do not project an independent 
maximal phrase (XP); consequently they need to be adjoined to a syntactic host (they 
cliticize on it). Since we are interested in case, only pronominal clitics will be discussed bere. 

Pronominal clitics and adverbial clitics are assurned to be generated in an 
adjunction position to Jnflection, since they themselves may be viewed as inflectional 
elements expressing morpho-syntactic features of their heads (sec (56)). Inflection, or 
rather the verb that raises to Inflection, is the syntactic host of the pronominal clitic: the 
clitics "depend" on the Inflection/Verb. 

Here are some statements of the theory of clitics(Borer (1984), Kayne (1989, 
Roberge (1990), Dobrovie-Sorin (1994),and many more). 

I. Clitics are basc generated in a non-argumentai position, adjoined (to some) 
Inflection (projection) , as in (56): 

(56) 
I' 

1° --- ·----- VP 

ci;-- ---- 1° V --- -- DP 

I 
Vinfl f. 
Văd îl 

I 
e, 
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2. The clitic is a nominal element and this is why it must be associated with a 
thematic 0-role. However, since it is an inflexional affix, it cannot be linked to an 

independent 8-role; in fact, it will be coindexed to a 8-assigned_complement of the verb; 
this is the Complement Matching Requirement (cf. Borer (1984)). The clitic adjoined to 
the inflected verb is in a position where it governs the complement. The clitic and the 
complement NP (position) make up a (so-called) clitic chain. 

3. A pronominal clitic is a spell-out of a verb's case feature. There are 
situations where the clitic absorbs the case feature ofthe verb. Hthe verb's case feature 
bas gone to the clitic, the verb can no longer assign case to the complement DP that the 
clitic is coindexed with. To cape with this situation, languages may employ two 
different strategies: 

a) There are languages where the clitic and the DP complement are in 
complementary distribution: this is what happens in French. In (57b), [ci; eJ is a clitic 
chain, where the clitic supplies the gender, nwnber, case features, and the empty 
category contributes a thematic role. 

(57) a. Je vois Jean. 
[+Ace] 

b.Je le; vois [ e]; 

b) In other languages, an Inflectional Rule of the language provides an 
independent means of assigning case to the full OP, for instance by inserting a case­
marking preposition. This is what happens in Spanish and Romanian: 

(58)Spanish .Vimos una casa. 
Lo vimos. 
Lo vimos a Juan. 

R. Văd copilul. 
II văd. 
n văd pe copil. 
•n văd copilul. 

Romanian and Spanish are thus c/itic-doubling languages. Accusative clitic­
doubling environments in Romanian form a subset of the environments where pe is 
allowcd, in the sense that doubling entails pe, but ~ does not entail doubling. Pe is not 
always semantically empty. lt usually selects DPs described as [+personal, 
+individualized]; (for a recent description of its pragmatic value, see Manoliu-Manea 
( 1994)) Compare: 

(59) Văd ceva/pe cineva : Nu văd nimic/pe nimeni. 

From the point of view of Ace-case assignment, the facts of Romanian arc as 

follows: a)There are cases where there is neither pe, nor doubling; the vcrb's Ace 
feature is assigncd to the NP by means of the inflectional rulc given above: 

(60) v[ ... + Accusative]l)P => V"DP[+Acc] 
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b )ln other instances, the Direct Object DP is marked by pe for semantic 
reasons and there is no doubling. The Ace feature is independently and redundantly 
assigned to the DP by the verb and by the preposition pe. 

(61) Î pe DP 
+AccL-1' j 

L+-Acc 

Văd pe cineva 
Nu văd pe nimeni 

c)The Direct Object DP is marked by pe, and doubled by the clitic. Doubling 
occurs where the DO is [+human/pronominal] and [+specific/definite](cf.Farkaş,(1978)) 

(62) 
I' ---1·-- VP 

c1 -- --- r vi:------ DP 
' v infl t: P -- -----op 

L I pe I 
Ace - L- Ace -

( 63) a. O văd pe o fetiţă. 
[ +human, -pron, + spec, -def] 

b. O văd pe fetiţa mea. 
[ +human, -pron, +spec, +def] 

c. Il vreau pe acesta. 
[-human, +pron, +spec, +def] 

Doubling may be viewed as a by-product of the availability of an 
independently existing case/object marker. When there îs doubling, the clitic "absorbs" 
the verb's case feature and the coindexed DP is case-marked by the prepositionpe. How 
does one account for the behaviour of Dative clitics, which are always optional and co­
occur with the lexical DP Dative? 

(64) Am cumpărat flori Mariei,. 
1,-arn cumpărat flori [ e, ]. 
1,-am cumpărat flori Mariei,. 

The cxplanation is not far to seek. The Dative îs an oblique, inhcrcnt case, covering a 
range of rclatcd thematic roles. Case îs not assigncd by the verb. The Dative is rcalized 
ciS an underlying inherent ro-case; the oblique inflection is a means of coding the 
dative's semantic role, later narrowed down in combination with the verb, when the 
Dative discharges an argument in the verb's grid. And this is true about the Dative 
complement of Vs, As, Ns alike. The verb,. unlike the Adjective or Noun, has an 
optional Dative case feature, which it may speli out as a clitic. The clitic must be 
coindexed with a thematic position govemed by the inflected verb, in order to acquire 
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its referential index. Dative-clitic doubling may be viewed as a phenomenon of 
agreement between the verb and its complement(cf. Comilescu (1987)). 

The Revised Projectio11 Principie - lt is known that the Projection Principie 
demands that lexical requirements (regarding 8-roles and subcategorization) must be 
preserved at all levels of syntactic representation (D-Structure, S-Structure, LF). The 
phenomenon of clitic-doubling shows that what is preserved are the lexical features of 
the constitue11ts - which cannot change or disappear in a derivation. What can change, 
however, is the manner of realizing these features. A transitive verb must be allowcd to 
occur with the DP it is subcategorized for, and this DP must ~e assigned case to obey 
the Case Filter and to be phonologically realized. What rnay change is the manner in 
which case is assigned. The rules which regulate the realizations of these features are 
called Inflectional Rules. The Projectio11 Principie must be viewed as a condition 011 the 
prese11ce at al/ levels of a category 's lexical feature. This is the so-called Rcvised 
Projection Principie. 

5. The Nom(inative) case 
The Nom Case is a structural case par excellence. lt is primarily the case of the 

subject, and the Su DP always gets its 8-role from one source (the Verb, generally, the 
predicative constituent) and case from another one (typically from Inflection, but there 
are other possibilities as well). Since structural cases lack thematic unity, they are 
identified by the specific configurational requirement that they meet, i.e. by the positio11 
where they are assigned and the manner of assignment. In the preceding lectures, we 
have adopted the VP-internal subject hypothesis (see (55)); the Su is thereby defined as 
an argument externai to the maximal projection of the predicate; in (65), it is generated 
in the Spec position ofthe VP. This analysis allows one to say both that the Su, like any 
other argument is 8- marked in one ofthe projectons ofthe 8-marking head, (i.e., in one 
projection ofthe verb), and that the subject role is assigned compositionally, a property 
which is thought to he important for defining the externai, as opposed to the internai 
arguments ofthe verb (cf. Marantz (1984). 

(65) 
IP 

..,- -----
Specl' I' 
DP; 1°-- -

[+Tense,+Agr] 

yM---SpecVP ~ 
DP; V° DPi 

The Spec VP position is therefore an argumentai, 8-marked position. Yet, this 
docs not entail that this position is also a Nom case position; in fact, often, this is not a 
casc position. 

At least for finite clauses, the positions where the Su is assigned Nom case are 
defined by the properties of Inflection. and it is also Inflection that determines whether 
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a Nom position must always be projected and lexically filled during the derivation. 
There are two subject positions in (65): Spec V' (=Spec VP) and Spec I', and there are 
languages that assign Nom in Spec V' (e.g. Romanian) and languages which assign 
Nom in Spec I'. 

5.1. The Sp/it Injlection Hypothesis. Inflection° is defined as a collection of 
features, signalling verbal and nominal properties (tense, person, number, gender), 
features grouped under the representation 1° -> (+ Tense, + Agr) (Modal). The richness 
of Agreement has already been analyzed as the factor detennining the (im)possibility of 
V-Movement to Inflection;(Pollock's Agreement Parameter). Intuitively, as suggested 
by Roberts( 1991 ), lexical categories must be somehow "identified" by an appropriate 
functional category. 

ln languages where there is rich Agreement (in particular where the [+plural] 
feature is overtly marked on the verb), the Verb, ( as a lexical category) is 
morphologically identified( cf. Roberts ( 1991 )), and it is obliged to move to Inflection. 
Technically, Inflection is viewed as an affix subcategorized for a Verb; movement to I° 
is obligatory to satisfy the subcategorial properties of the affix. The inflected verb has 
al/ the verbal properties, in particular, it can still assign its 8-roles. 

(66) 
a. TP 
DP..- -T' 

T° -- --AgrP 
Agr° __.... -- VP 

AvP__.- -VP 

b. TP 

--v· 
V"..----

DP-- --T' 

T
0 
-- ---- Neg P 

Neg0 -------AgrP 

ne ... pas ~ 
Aif -VP 

I A vP .------ ---........__ yP 
V' vo '1 
t. 

"short 
movement" 

In languages with poor Agreement, the verb is "syntactically identified" (cf. 
Roberts, 1991) under government by some functional head whose complement it is (e.g. 
an auxiliary, a modal: He wi/1 do it. He has dane it, etc.). This is Pollock's Agreement 
Parameter. Given the synt•ctic importance of Agr(eement), Pollock(l 988) proposes that 
Agr features constitute an independent syntactic projection. The Inflection node in (65) 
is split into a Tense Projection (TP), and an Agreement Projection (A'gr P) below it (as 
in 66a). Pollock alsa proposes that a Negation Projection (NegP) may separate TP from 
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AgrP in languages like French, English(as in 66b). Pollock replaces (56) by the clause 
structure in (66a). 

In favour of an Agr P below TP, Pollock (1988) adduces distributional 
evidence (from French and English), involving "short movement", i.e. cases where the 
V raises to Agr", but not to T". French offers clearer data. While in finite clauses all 
French verbs raise to T", in infinitive clauses V-Movement is optional: only auxiliary 
verbs may move_to T", leaving negation behind (cf. (67) ), lexical verbs may raise only 
to Agr, below negation (cf. (68)). 

(67) The V+ Neg (surface) order: only Aux verbs. 

Aux Verbs: 

a.N'etre '2i\S heureux est une condition pour ecrire des romans. 
b.N'avoir 12M eu d'enfance heureuse est une condition pour ecrire des romans. 
c.N'avoir ~de voiture en banlieue rend la vie difficile. 

Lexical Verbs: 

d. •Ne sembler 12M heureux est une condition pour ecrire des romans. 
e. •Ne regarder llAS la television consolide l'esprit critique. 
f. •Ne pleurer 12M-en lisant "Les Miserables" denote de la secheresse d'âme. 

(68) The Neg+ V (surface) order ("Short Movement to Agr"): lexical verbs, Aux 
verbs. 

Aux Verbs: 
a.Ne 12M etre heureux est une condition pour ecrire des romans. 
b.Ne 12M avoir eu d'enfance heureuse est une condition pour ecrire des romans. 
c.Ne 12M-avoir de voiture en banlieue rend la vie difficile. 

Lexical Verbs: 

d.Ne 12M sembler heureux est une condition pour ecrire des romans. 
e.Ne pas regarder la television consolide l'esprit critique. 
f.Ne pas pleurer en lisant "Les Miserables" denote de la secheresse d'âme. 

Infinite clauses, all verbs uniformly raise past negation to the Tense projection. 

(69) a.Jene suis pas heureux. 
b. Je n'ai pas eu d'enfance heureuse. 
c. Je n'ai pas de voiture. 
d. Je ne semble pas heureuse. 
e. Je ne regarde pas la television. 
f. Jene pleure pas en lisant "Les Miserables". 

According to Pollock, structures similar to those in (66a, b) cou.ld be invoked 
for the English data like (70); the infinitive marker TO is generated under T0 (examples 
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(70)), and it may be lowered on the verb (cf. (71)). In examples (70), BE and HA VE 
may raise past Neg and may reacb the Tense projection, adjoining to the marker TO, 
although examples (70) are less than perfect. Lexical verbs do not bave this possibility. 
In examples (71), the Verb bas not moved at all, while to was adjoined to the VP, below 

negation. 

(70) The order V + Neg [? Aux, •MV ] 

Aux Yerbs: 
a.?? To he not happy is a prerequisite for writing novels. 
b.?? To bave not had a happy childhood is a prerequisite for wtiting novels. 

Main Yerbs: 
c.•To seem not happy is a prerequisite for writing novels. 
d. •To get not arrested under sucb circumstances is a miracle. 

(71) The orderNeg +(to)+ Verb 

Ali Yerbs: 

a. Not to he bappy is a prerequisite for writing novels. 
b. Not to have had a happy childhood is a prerequisite for writing novels. 
c. Not to seem bappy is a prerequisite for writing novels. 
d. Not to get arrested under sucb circumstances is a miracle. 

Althougb, at least for tbe Englisb data, alternative (better) explanations are 
easily available (see latridou (1988), Lalea (1990), a.o.), tbe idea tbat agreement 
mecbanisms take place in independent projections, chiefly by Spec Head Agreement, 
proved very fruitful; Pollock's analysis bas been very influential. lt bas also sbed new 
ligbt an the relation between morpbology and syntax, confirming the view tbat a large 
part of inflectional morphology can he considered part of syntax proper. Additional 
evidence for Pollock's bypothesis comes from the fact that in many languages, Agr" and 
T° are realized as distinct morphemes. (see the example ofthe Frencb Future in (73b)). 

A difficulty arises at this point: Since Agr (with its pronominal features) 
assigns Case to the Su by Spec Head Agreement (as will he explained), one would 
expect the Agr P tobe higher, rather than lower, tban the TP. Moreover, Baker (1988) 
bas formulated a "Mirror Principie", whicb essentially claims that inflectional affixes 
which are higher in tbe syntactic representation appear after lower ones in surface 
order; he order of the affixes "mirrors the progressive steps of the derivation: 

(72) The Mirror Principie 

Morphological Derivations must directly reflect syntactic derivations. 
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(73) 
a. Agr-S 
OP-- ~-S' 
I Agr" --- TP 

I. -- -Je -a1 T VP 
tu 

I 

V' -as 
I 

-r 
-a V" 

achete­

b.Future 
J' achete+r+ai 
tu achete+r+as 
il achete+r+a 

But notice that, în French, the Future Tense marker -r (a preservation of the 
infinitival form) appears closer to the verb than the person (Agr) markers -ai, -as, -a. 
This indicates that Agr should be higher than Tense, i.e. the verb first incorporates the 
T° morpheme (by movement of V to T°) and then the person markers (by movement of 
[V"+ T°Jv- to Agr°) (cf. (73a)). 

Adopting structure (73), however, causes problems for Pollock's analysis, 
since, in bis view, the French data indicated the existence of a projection, i.e. of a 
landing site for V Movement, lower than Tense and Negation (see (66b)). Chomsky 
(1991) suggests that the solution to this problem is to further subdivide Inflection. His 
proposal is based on the empirica} fact that in many languages (e.g. French, Italian), the 
verb may show agreement not only with the subject, but also with the object. For 
instance, in French, there is past participle agreement with the object, if the object bas 
been moved by wh-movement or topicalization. 

(74) a.Ila peint (3rd p., m., sg) beaucoup de~ (f., pi) 
b.Combien de ~(f., pi) a-t-il peint~? (f., pi) 
c.II a ecrit beaucoup de~- (f., pi) 
d.Combien de lettres (f., pi) a-t-il ecrit~ (f., pi) 
e.Ces ~(f., pi.), il Ies a bien repeint~(f., pi). 

To explain such facts, one might postulate the extended clausal structure in(75) 
below, containing both an Agr S, and an Agr O projection (cf. Chomsky ( 1991) ). For 
sentences like (74), the Aux verbs (avoir) is assumed to move to T0

, while the lexical 
verb moves only to Agr0

• It is further hypothesized that the wh-moved object moves 
through the position Spec Agr OP, leaving a trace behind (see (75)). In French, Italian 
a.o., the prcscnce of a nominal trace in Spec AgrOP triggers agreement of the past 
participle. The gender-number features of the displaced DP;, which travels through Spec 
AgrOP, are copied on the past participle (examples (74b, d)). Expectedly, in (74a, c), 
where there is no movement, there is no past participle agreement. Such facts motivate 
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tbe bypothesis of the existence of an Agr OP position, in the extended clause structure 
(67), now commonly employed in syntactic analysis. Notice in passing that, in French, 
Agr OP is not a case-marked position, and this is wby it cannot be a landing site for 
movement. 1n other words, the object may not surface between the Aux verb in T" or in 
Agr S0 and tbe past participle in Agr 0°, (cf. (66)),as sbown by the ungrammaticality of 
sentences (76): 

(75) 
CP 
✓-SpecCP C' 
C°-- -A SP 

gr -
wb-DP; OP -- Agr'S 

Agr°-- -TP -T' 
T" _.... --AgrOP 

DPi_.... -Agr O' -I Agr° -- - VP --
ţ V' DP; 

ti 

(76) *II a [beaucoup de tables]; peint t; / peintes t; 
•n a [beaucoup de lettres]; ecrit ţ / ecrites t; 

A word of caution is necessary bere. Tbe Split-Inflection bas proved to have great 
explanatory power for the syntax of various Romance and Germanic languages (see 
Beletti (1981), Vikner (1991), Deprez (1989) and many otbers). Tbe Split Inflection 
Hypothesis starts from the empirical fact that 1° represents a collection of varied 
nominal and verbal features, and cbooses to represent bundles of tbem as independent 
syntactic projections. lt does not follow, bowever, tbat all these projections must be set 
up for every languagc. 0n the contrary, one is encouraged to set up a functional 
projection only to the extent that there is distributiona/ evidence for the existence of a 
distinct syntactic position. Thus, in an important analysis of Romanian, Dobrovie-Sorin 
(1994) claims that Agr SP and Agr OP are not independent positions in Romanian, 
wbere tbere is evidence for just one Inflection position. (For a different opinion, see 
Isac (1994), Avram (1994)). 

5.2. Let us return to tbe problem ofNominative-assignment, and consider SVO 
languages like Frencb, English, Italian. In these languages, Nom is assigned in 
preverbal position, namely in the Spec of the Agr SP. The mecbanism at work cannot 
be government for tbe following reasons: a)First, 1° or in particular the Agr S0 position 
does not c-command the Su position, it merely m-commands it. So to maintain tbc 
hypothesis that casc is assi<mcd under govemment, we ought to relax c-command tom­
command, an undesirable move. b)Moreover, Agr S0 [or 1°) does not govem the subject 
in the direction of canonica! govemment, since the Su is to tbe left of Agr S0

, and tbe 
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canonicat direction of govemment is from left to right in VO languages. c)Thirdly, Agr 
S0

, through its nominal features, is more like a pronoun; it is a [+N] category, more 
likely to bear case than to assign it. 

The mechanism at work in Nom-assignment is Specifier-Head Agreement, 
involving coindexing of Agr-S0 with the subject and chain formation. The Su, which is 
generated in a 0-marked, caseless position (Spec VP) moves to the specifier position of 
Agr SP, where it gets case by Spec-Head Agreement. An important conclusion in the 
theory of case is that while inherent/lexical cases are always assigned under 
govemment, structural cases may (or must) be assigned by the mechanism of Spec­
Head Agreement. Typically, in SVO languages, preverbal subjects in Spec I, or in the 
extended representation in Spec Agr-S receive case by Spec-Head Agreement. 

In the remainder of this discussion, for simplicity, "unsplit 1°" representations 
are used, whenever the positions visible only by the extended structure are not resorted 
to. Case transmission inside a thematic chain, as a means of case-assignment, is allowed 
only to positions that cannot get case under govemment (cf.Dobrovie-Sorin( 1994)) 

Consider now VSO languages like Romanian. Since the language is VO, its 
underlying structure has to be at least as complex as (77). Consider the following facts: 
a) The Romanian verb undergoes Verb Raising to Inflection. b) Sentences of type 
Citeau copiii poezii, Spălau femeile rufele la râu. exhibiting VSO order, are 
grammatical in Romanian.The simplest assumption to make is that Nom is assigned in 
the post -verbal position, under govemment by I°, or rather, under govemment by the 
inflected verb that has moved to I°. The subject DP in SpecV' is not dominated by the 
VP, since it is not dominated by all the segments ofVP (see (49) above). The I° Position 
c-commands and govems the subject canonically (from left to right). 

(77) 
IP 

Specl' - - e_ __ 
10 

[+Tns, +~gr] 
-eşte 

VP 

/~ 
SpecV' VP 

I ~--------D P V - DP 

I I r 
Ion citi cartea 

Inflection may thus assign Nominative under (canonica)) govemrnent. It 
appears that in this case Agr features are not required for Nom assignment. This may 
explain why even infinitival clauses, whose 1° lacks Agr, may have Nom subjects in 
Romanian: Inainte de a ajunge el acolo, nimeni nu ştia adevarul. The position Spec I' 
may, but need not be projected: specifier positions are, in principie, optional. In VSO 
languages, the preverbal Specl' position may be a topicalization position; open to any 
topicalized constituent including the subject. 
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(78) 
a. IP -- -i!:} ~---i: 

. LPP ! 1 1 
I citi + eşte; 

Jlon J \ Mâine 
lin curând 

VP 
~ --ŞpecVP .---VP __ 

DP V DP 
I I 
t, t. 

b. Ion citeşte cartea. 
c. Miine citeşte cartea. 
d. In curând citeşte (Ion) cartea. 

There is a tlrird position where a subject frequently appears, namely adjoined 
to the right of the VP, asin (79). This position is typical of languages that have "free 
inversion" (Italian, Romanian, etc.). 

(79) 
a. IP 

Specl' -- -- I' 
1°--· --VP 

b. 
c. 
d.ltalian 

VP· - --- DP 
V° --- --OP l 

2 

Citeste cartea Ion. 
S-a împrietenit cu oaspetele chiar şi Ion. 
Ha telefonato Giovanni. 

Two analyses are in principie available. The subject may simply be base­
generated in its surface position, right-adjoined to the VP, as in (79a). lt is still 
govemed by I", therefore it can be assigned Nom case in this position. Altematively, we 
may say that Nom is assigned in canonical subject position, but realized in VP-right­
adjoined position, a fact which is again possible since the inverted-subject position is 
govemed by Inflection. 
'x . 5.3.The case of SOV languages like Dutch, German, O~d. English, etc, is 
· smular to that of VSO languages (naturally for those clauses that exhibtt SOV order); as 
PM (80) shows, I" canonically govems the subject, DP1; in such languages, both 
Inflection and the V govem to thc left.The subject is assigned Nom under government. 

In conclusion, two basic mechanisms ofNom assignmcnt have bcen identified. 
The first is Spec-Head Agreement, involving chain formation and the transrnission of 
Nom from an clement which is inherently marked [+Nom] (= Inflection or AgrS 0

). This 
mechanism re I ies on the Agr features that characterize finite inflection. W e note in 
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passing that some form of agreement through coindexing is also likely to be at work 
when Nom is assigned to a predicative constituent: Ea este ingineră.I She is an 
engineer. The second mechanism is simply one of Nom assignment under government 
by Inflection (or by the inflected verb). 

(80) 
C' 

C0 
-- --IP ~· 

VP ---- -----1° 

DP-- --VP [+Tense,+Agr] 
I DP ---- -- V° 2 

5.4.Non-finite Inflection, i.e. Inflection that lacks tense and agreement features 
(1° [-Tns, -Agr ]), often loses its case-marking properties, chiefly because it lacks 
agreement. For instance, the infinitive Inflection TO cannot assign case. This is why the 
infinitive clause often bas an empty , PRO, subject. 

(81) He; tried CP [[PRO;] to solve the problem] 

When Inflection assigns Case under government, it may retain its case-marking 
ability evcn when it lacks Agr; this is the case of Romanian infinitives: Pentru a ajunge 
Stefan in tara . 

Another strategy, frequently employed in non-finite clauses, is case­
assignment by an externai govemor. Thus, the subject of an English infinitive clause 
may receive Ace case from a governing verb in the Ace + Inf construction: They judged 
[TP her to he too passionate ]; the case of such exceptional case markers as believe, 
judge, etc. was discussed above. Another possible externai case assigner for the subject 
of a non-finite clause is a complementizer, or some other element in C0

• English offers 
the example of the prepositional complementizer FOR, which may asign oblique case to 
the subject of the infinitive clause, in a structure like (82): 

(82) 
a. C' 
C0 
-- --IP 

I DP ....-- --1' 

FOR I 1° ---- --- VP 
,J__,,.___. him, DP -------

11_) r-~- TO 
I 

t; 

VP 
I • 

go to V1enna 

b.I arranged [ for [ him togo to Vienna]]. 

FOR in (82a) govems the IP, therefore, it also govems its head (TO) and its 
specifier, i.c. the subject. The subject naturally gets its 9-role from the infinitive verb. 
FOR assigns structural case artd is a structural govemor. Since at least one preposition 
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in English, namely FOR, may assign case to a OP to which it does not assign 9-role, it 
may he asserted that prepositions govem structurally in English, lilce verbs. This is a IIWked 
property of English, which bas important consequences elsewhere in the grammar. 

5.5.lmpersonal constructions - We are concemed only with a sub-type of the 
so-called impersonal constructions (see Pană (1974), BAncilă (1992) for the concept of 
impersonal construction), namely, sentences that cannot have a nominative subject: Ii 
şade bine cu pălăria asta. (This is quite unrelated to the fact that in some languages a 
Nom subject is optionally absent because it is "implicitly" understood given the 
richness of the Agr features of Inflection: (El) citeşte ). Here are a few examples: 

(83) a. Mă doare în gâit. 
b. Mă injunghie într-o parte. 
c. Imi vine bine cu beretă. 
d. Ii prieşte lui Ion la Paris•. 
e. Imi şade bine cu pălărie'. 

(84) a' Mă doare gâtul. 
c' Bereta îmi vine bine. 
d' Parisul îmi prieşte. 
e' Pălăria îmi şade bine. 

There are not many nominativeless verbs in Romanian, and the few there are 
tend to develop parallel constructions that accept the Nom, as secn above. What is 
interesting is that the existence of these verbs poses no theoretical problems in this 
framework. The verbs in (83) have no extemal argument; furthermore, no argument is 
sufficiently prominent on the aspectual dimension to be projected as D-Structure 
subject; the ro Ies involved appear to be Experiencer ( combined with Possessor in (83a, 
b)) and Location or Theme. As to case-marking, one argument gets case and role from a 
preposition,the other is a lexical Dative or a lexical Ace (notice that this Ace is not 
passivizable: •sunt durută în gâ() Sentence (83d) may be analyzed as in (85). Notice 
that, since specifier positions are generally optional, it is not required to project the 
Spec VP position, as well as it was not required to project the Spec I' position. 

(85) 
IP 
i· 

1•- ------- VP 

el -----· -1• V' ---- -· pp 
I v• - OP I 

îi 
I 

prieşte t. lui Ion la Paris 

In sentences (84), the prepositional argument is presumably reinterpreted as 
Cause and projected as D-Structure subjcct, in a regularized structure. 
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5.6. Inflection and the Norn Case in Endish. One may wonder whether it is 
simply by lexical accident that there are no impersonal nominativeless constructions in 
English, or whether there is a deeper reason for that. It should be added that impersonal 
norninativeless constructions were well represented in Old English. Old English is, by 
and large, a SOV language (cf. Kemenade (1987), Bennis (1986), Weerman (1988) 
a.o.), but word order is rather loose; in subordinate clauses the most common pattem is 
SOV ( e.g. (86)); yet, quite often an object follows (87). 

(86) a. p111:t ic pas boc ofLedenum gereorde to Engliske spr1Ece swende 
that I this book from Latin language to English tongue translated 
b. gifhie him pzs rices upon 
if they him this kingdom granted 

(87) pzt hi sceoldon onenawan heora Scyppend 
that they rnight acknowledge their Creator 

Old English had a rich case morphology and also a variety of norninativeless 
constructions. From the point of view of Case Theory, the following types of examples, 
involving verbs with two oblique cases, like sceamian (shame), langian (long), etc. are 
the most interesting. 

(88) a. de (Dat) scamode swelces gedwolan (Gen) 
you were ashamed of such an error 
b. hine (Dat) dzs (Gen) langode 
him this longed 
He longed for this.' 

One of these cases is a lexical Gen, the second îs an inherent Dative, so OE 
allowcd verbs with two internai arguments, both of which were case marked non­
structurally. 

Bennis ( 1986) provides a plausible explanation of the differences between OE 
and ME regarding the obligatory nature of the Nom position in ME. The explanation 
has to do with the shift from OV to VO and with the loss of case endings. Bennis 
assumes that OE was indeed basically similar to Dutch or German, having a basic 
structure like (89): 

(89) 
C' 

C0 ---- -----IP 
I 

I' 
VP - - ----- I0 

---- V' 
DP ------- -- V

0 
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1n OE, V and I assign structural case to the left, wbile P assigns case to the 
right. Since V assigns case to the left canonical government is from right to left. The 
extemal argument can receive Nom within the VP since 1° canonically govems it. 

Clauses without Nom DPs (impersonal constructions) occur if the verb does 
not select an extemal argument, and the internai OP arguments, if present, may receive 
(inherent) Case in their D-Structure position. Now suppose that in the development of 
the language a change takes place in the position of 1° relative to the VP, so that 1° 
precedes VP rather than follows it. The reason for this might be the generalization of 
the main clause pattem, which was derived by Verb Second, so that a finite verb in C° 
preceded the lexical verb. A further change, which can be considered a consequence of 
the change in the position ofl" is the change from OV to VO. This follows ifwe assurne 
that V and I tend to be adjacent, as areflection of their complement-head relation. As 
the VO pattem is established (see Weerman (1988)) for an illuminating account of this 
change), we assume that the direction of structural Case assignment of Vis reversed. This 
implies that the direction of canonical government changes from right-left to left-right 

A consequence of the change in the position of I and the change in the 
direction of Case-assignment of V is that the subject within the VP is canonically 
govemed by I', as in (90). However, the direction of Case-assignment of I° has not 
changed, therefore, the subject cannot receive case from I° directly inside VP. In order 
to be assigned case, the subject argument bas to raise to a position to the left of l0

• This 
movement cannot be an optiona/ adjunction, since, as suggested above, in a VO 
language, frec adjumction is to the right, while the subjec must move to the left; the 

antecedent (=the moved subject) and its trace would not be in a canonical govemrnent 
configuration, since the antecedent in Specl' would precede the trace in SpecVP, 
although the language is VO now, and in the frec adjunction cases to the right, the 
antecedent/o//ows the trace, c-commanding it. 

(90) , I 

_JP_ 
S,PeC I' 
DP l°----VP 

0

Nom ~ 
Spec VP 
DP, / ~ 

V DP 
L__ Ace __J 

The Nom case position cannot be created by optional adjunction; a DP position 
in Spccl' defined by the presence of Nom has to be projected, in order to move the 
externai argument as an instance of substitution. The movement of DP, from SpecV' to 
Specl' to receive case is obligatory and licit since the trace left behind is canonically 
govemed by 1°. Therefore, in languages like English and French the Nom Specl position 
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must be base-generated and bas to be appropriately fi.Ued or else the derivation is ill­
formed There will be no finite nominativeless sentences. 1n languages with left 
adjunction, or where Nom is assigned in SpecV position rather than Specl' position, it 
is possible to have impersonal nominative-less sentences. 

6;A-Movement. 
In the discussion of verb subcategorization, we bave distinguished between 

intransitive verbs, transitive verbs, and unaccusative verbs: 

(91) a.NP, - [intransitives: ~ breathe, ~ .... ] 
b.NP, - NP2[transitives: read. SU(Prise , ... ] 
c. - NP2[unaccusatives: ~&Cm. etc.] 

Unaccusative verbs have no externai argument, their Su position (SpecVP QI Spec I') is 
initially empty and non-thematic. This is why it may serve as a landing site for 
movement, A-movement in this case, since the mover ends up in an argwnent position. 
A-movement is typically caused by the need to acquire case, and thus escape the Case Filter. 

6.1. The simplest case of A-movement, already discussed above, is found with 
unaccusative verbs: their internai object moves to Specl', where it acquires Case by 
Spec-Head Agreement: Consider sentence (92a), This material washes we/1., having 
representation (92b ). 

(92) a. This material washes well. ----- ···-· b. IP. 
DP --- ------- - I' 

This 
material; 

I°-- -VP 
DP-- ---- VP 
[e]/t;' V' ---- ---..... AvP 

V' ---- -----DP 
~ash t'.. 

I 
s 

I 
well 

The trace t, in the A-chain (this material;, t; ) is head-govemed satifying the 
ECP.(Altematively, we may say that it is y- marked by the intermediate trace, t, ', 
adjoined to VP, and then deleted at LF.) 

A second instance of A- Movement, movement from object to subject position 
in this case, is represented by the Passive. The underlying structurc of the passivc 
semtence 93a is (roughly)93b). 

(93) a. 
b. 

He, was seen t;. 
[ e] was seen he; 

Notice now that traces left behind by A-Movenet or NP Movement, as it is also called, 
occur in at least some positions accessible to reflexives , but not in positions accessible 
to pronouns, other things being equal: 
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(94) a. 
b. 
C. 

He; saw himsel( 
He; was seen ~ 
He; saw hill\--; 

380 

This is one of the reasons why from the point of view of Binding Theory, 
traces left behind by A - Movement, that 1s, A-traces or NP traces, are considered to be 
anaphors, endowed with the features [+anaphoric, - pronominal]. As a consequence, NP 
traces must always have an appropriate antecedent. They need to be antecedent­
governed, not only head-govemed (cf.Chomsky, 1986b, Rizzi, 1990). 

6.2. A well-lcnown class of A-movement involves unaccusative propositional 
verbs like seem, appear, happen, etc. Like believe verbs, they talce both CP and IP 
complements, being subcategorized as --- CP/IP verbs: 

(95) lt seems that he is honest. 
He; seems [ t, be honest ]. 

lt is easy to prove that seem, appear are unaccusative propositional verbs. First, 
their Su position is non-thematic, it cannot host a contentful NP: Compare seem with 
s/eep: *John_seems every dayl John s/eeps every day. The only nominal that may 
occupy the Su position of seem is the meaningless it (introductory - anticipatory i!), in 
the thfil complement structure It seems that he wi/1 succeed ;(but: • Jt seems). Notice 
also that a complement clause is not allowed in the Su position of seem, appear, while 
it is allowed with ( other) verbs that talce subject clauses: 

(96) (That he said said so ]CP surprises me. 
*[That he said so]CP seems. 

These facts indicate that the complement clause of seem, appear is not a 
subject, but an object, that is, an internai argument. Next, notice that the object position 
of these verbs is not case-marked, it can only be filled by a clause, therefore, by a 
constituent that does not need case. 

(97) lt seems that he is tired. 
•1t seems this/it. 

The object position of these verbs can also be occupied by an appropriate 
clause substitute; the only acceptable replacer is the adverb so, because it does nat need 
case; pronominal clausal substitutes (it, thatl are excluded, as already explained. 

(98) It seems that he is tired. 
lt seems so. 
•1t seems this/it/that. 

We conclude that seem, appear, etc. subcategorized for --- CP/IP. 
Consider now the underlying configuration in (99b),representing the sentence 
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John seems to be honest, where the verb seem bas selected an infinitive complement. 
The subject of the infinitive clause cannot be assigned case inside the clause, since TO 

lacks agreement. The infinitive Su is forced to move ioto the Su [=Specl'] position of 
the main verb seem, where it can get case by Spec-Head Agreement. The resu.lting 
A-chain is well-formed. Its head, the moved DP, is in an argument case-marked 
position; the trace t; is head-govemed by the main verb seem; since the IP is govemed 
by seem , the Specl' position of this IP complement is also govemed by seem. The 
subject trace is both head-govemed by seem and antecedent-govemed by the moved 
subject.The ECP is thus satisfied. The rule which relates structures (99c)-(99d) below is 
commonly known as Subject to Subject Raising (cf. Postai, 1976), or simply Raising. 

' (99) a. John seems fo be honest. 
b. [[e seemş\[IP John TO be honest ]]IP. 

't 
C. IP 
DP- -1• 

[e] ~• - -'{P 
s V' => --- ----V° IP 

I /-_ 
seem DP I' 

I 
John; /--------1° VP 

TO tie honest 

d. IP 

~ 
DP I' 
JJhni l0 ------yp 

I DP-- -yp 
s i, V' 

~ 
V° IP 

I ~ 
seem DP I' 

t, 1•--- -VP 
• I 

TO be honest 

Consider now the examples below: 

(100) a.It seems that it is likely that John will win. 

b. * John, seems that i! is likely [ t; to win ] 
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IP 
OP_.- --1' I _, 

John. r- VP_ 
' ' s V' 

V.- - CP r _, 
seem C0 IP 

382 

I c::--_ 
that OP I' 

' .J..-VP it 1 

I Y:--_ 
-s V° AP 

!:le A~ 
k IP 

:6P-r 
1 r·.....---w 

likely t; tb ~n 

Sentence (100 b) is a case of "super-raising". The infinitive Su has not landed in the 
first Su (=Specl') position above the complement clause (=the position occupied by it), 
but it has travelled to the Spec I' position of a higher sentence. Sentence (100 b) is 
wrong, because it violates the ECP, the trace is head-govemed by likely, but it is not 
antecedent-govemed; relativized minimality is violated. The intervening Su position, 
namely, the A-specifier it, blocks the antecedent-govemment relation between John 
and its trace, since it is a closer potential antecedent-govemor, (cf(lOl)). 

6.3. As a last example of A-movement, we mention the movement of the 
subject OP from its basic Spec VP position to the Spec IP position. An A-chain is 
formed linking the two Su positions. Deprez (1989) speculates that this movement is 
similar to the Raising case, in as much as Inflection may be viewed as a Raising, non­
thematic verb. 

7. Characterizing A-positions. 

Since Spcc I' is not a 0-marked position and since we had initially defined 
A-positions as positions which may receive a 0-role, we have to revise the 
characterization of A-positions, or rather of A-chains. 

Recently, several properties of A-positions have been shed light on. They alsa 
characterize chains headed by A-positions, such as the chain mentioned above, 
consisting of the trace left in SpecVP and the head (=the moved DP) in Specl' (or 
SpecAgrP). These propert1.!s of A-chains/positions may be used to test the argument / 
non-argument nature of a position.Some of thcse properties havc alrcady bccn 
mentioned in the preceding chapter. 
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The first property of A-chains/positions is that they are not sensitive to weak cros.,­

over facts (=WCO). This clearly distinguishes A'-chains (variable chains) from A-chains. 

(102) WCO effects occur in a configuration where a quantifier binds both a 
variable and a pronoun and neither the pronoun not the variable c-commands the other. 

• [ Q, [ ... [pronoun, ... ] ... t, ... ]] 

The following sentences where Q is a wh-word or a topicalized constituent, 
contain A• -chains and exhibit WCO violations: 

(103) a. *Who1 does he; think Mary loves ţ? 
b. *John1 he; thinks Mary loves t1• 

c. ?? Who; does bis mother Iove t1• 

The absence of WCO in A-chains is apparent in (104) below, where 
'everybody; ... bis; ... t,' represent the WCO configuration in (102/104); everybody binds 
both a pronoun and a trace (after Raising) and neither one c-commands the other. 

(104) Everybody; seems to his; mother [ t, to be the most intelligent person 
in the world]. 

A second property which distinguishes A'-chains from A-chains is the 
licensing ofparasitic gaps: Only A' positions license parasitic gaps. 

(105) a. Which paper; did you file before reading [ e] 
b. These papers, I always file before reading [ e ]. 

A-chains do not license parasitic gaps: 

(106) a. The report was filed t, after Bill read s;.. 
b. The report; seems to have been filed t; before Bill read [ e ]. 

A third property which distinguishes A-chains from A' -chains is that A-chains 
create new binding possibilities, while A'-chains do not. Consider (107) and (108): 

( I 07) a *It seems to himself. that lobi\ is the most intelligent persan in the world 
b. They ; seem to each other; to be happy. 

Sentences of type (107a) are excluded by principie A of BT, because the 
anaphor has no antecedent în its governing category. Sentences of type (107b) are 
perfect, however; raising the NP from the embedded sentence has provided the anaphor 
with an appropriate antecedent. Now consider the following sentences: 

(108) a. *Pictures ofhimselfalways picase John;. 
b. • John; pictures of himself; killed t; 
c. *Which boy; did pictures of himself; picase t;? 
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The a) case of (108) is ruled out by principie A of BT, since the anaphor 
contained in the subject NP bas no antecedent. Intercstingly, in thc b, c. cases the 
anaphor does havc a plausible antecedent, namely, the topicalized NP, or the wh-moved 
clement. Thcse constitucnts clcarly c-command thc anaphors: ncverthelcss, the 
sentenccs rcmain ungrammatical. 

Such properties then will be used to diffcrentiate A-chains from A' -chains. 
Since in all the cxamplcs above it is the Spec I' position which we have tested, 

wc may safely conclude that, although Spcc I' is not a 8-markcd position, it is an 
argument position (hcading an A-chain). 

8. Case - assignment or case- checking 
In the preceding chapter we have shown that most modules of the grammar 

actually operate at LF, or earlier. LF is then the representation where most well­
formedncss conditions of the Grarnmar are ultimately checked. 

Things scem to be different for Case theory; Case is supposcd to be assigned 
during a derivation: lexical/inherent case is assigned at D-Structure, structural case is 
assigned at S-Structure. Altematively, we might assume, as in Chomsky (1992) that 
DPs are taken from the lexicon with a fully specified matrix of features, including case­
features. Case will simply have to be "checked" in the appropriate positions. 

If some case features cannot be checked, i.e. do not appear in the appropriate 
positions (which are precisely the previous positions of case assignment), the derivation 
will crash. The Case Filter may then be viewed as a filtering device operative at LF and 
checking the case features. 

A similar account may be give for other 'inflectional rules:"Consider for 
example the past tense form walked. The lexicon contains the root walk with its 
idiosyncratic properties of sound, meaning and form specified, and the inflectional 
feature [tense], one value ofwhich is [ past). One ofthe computational rules, call it R, 
associates the two by combining them, either adjoining [walk] to [tense) or conversely. 
We might interpret this descriptive comment in two ways. One possibility is that [walk] 
is drawn from the lexicon as such, then R combines it with [past]. A second possibility 
is that processes internai to the lexicon, (redundancy rules) form the word walked with 
the properties [ walk) and [past] already specified. The checking rule R then combines 
this amalgam with (past), checking and licensing its intrinsic feature [past). In the latter 
case, the lexicon is more structured.(Chomsky and Lasnik (1991:5)." . 

But if case-checking, and generally, the checking of all inflectional features 
takes place in specified positions at LF, S-Structure loses syntactic significance, since 
no well-forrnednes.s conditions ofthe Grarnmar are fully operative at this levei. S-Structure is 
merely a branch point in the derivation, connected with the Phonological Form. 

0n the other hand, information supplied by D-Structure is conserved up to LF, 
through chain formation. The D-Structure representation is also, in some sense, 
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superfluous. It may be viewed as an internai interface levei connecting the 
compututational rules ofthe grammar with the lexicon. 

Of the four representations that we associate a sentence with: ~F. D-Structure, 

S-Structure, LF, only the PF and the LF are conceptually obligatory, in as much as they 

represent interface levels, containing instructions for the performance systems.Only 

these levels will be obligatory in a 'minimali~' programme. Interestingly, the same two 

levels have proved to be the most significant theoretically. If Chomsky's ontological 

hypothesis on the reality of grammars is correct, the fact that the interface levels are the 

richest informationally may be viewed as peresuasive evidence for the functional 

design" oflanguages. Meanwhile,even ifwe ignore psycholinguistic considerations, the 

minimalist hypothesis offers a more constrained, and by that much, a more desirable 

framework of linguistic analysis, since representations are reduced to a minimum. 

Further research is needed to ascertain the feasibility of a grammar that 

operates with only PF and LF. 
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argument linking, 165 
A- Movement, 378 
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binding, 250,251 
Binding Theory, 252 

Condition (Principie) A of 
BT, 252, 256, 27'J 
Condition B ofBT, 252 
Condition C ofBT, 252,255 

bounding node, 77. 
bounded movement 
Bwzio's generalization, 349 
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canonical structural reafu.ation, 176 
canonical government 359 
categorial grammar 186, ff. 
case assignment 345 
case checking 383, 
Case Filter, 343 
case gramrnar, 130, tT 
case realization, 345 
c-command, 132 
c-domain, 273 
clitic, 363. 
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complement relation, 115 
complement matching requirement, 364 
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control theory, 270, ff. 
controller, 274 
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decisioo procedun; 32 
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distribuliooal c1as'S. SO. 
domain govcmiog cakgmy, 273 
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empty category, 269 ff 
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epithet, 248, 303. 
evaluation procedw-e, 32 
Exceptional Case Marking, 359 
exclusion, 313 
exocentric construction 50 
endocentricconstruction 
endocentricity, 109 
ergative verb 97 
event, 159-163. 
event variable,207. 
Experiencer, 132. 
externai argument 146, 167 
E(xternalized)- Langu.age, 36 
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formal definition, 15 
Full Interpretation ,337 
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Goal, 133 
governrnent,121, 133, 183,,307,317,333,334 

antecedent govenunent, 307,326 
head govenunent , 241,307 

governing category, 251, 259, 26 I 
gramrnar, 3o 
gramrnatical category, 4o 
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Have-Be Raising, 193 
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head-featw-e transmission, 243 
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head-initial / head final parameter, 115, 118. 
Head Movement, 240 
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indirect 8- assigriment, 180 
Inflection, 192, 194, 228. 
lntlectional rule, 345 
lnfl-lo- Comp movement, 199 
inherenl case, 346 
insertion, 56 
Instrw-nent, 134. 
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internai argument, 146, 167. 
l(ntemalized) language, 36 
i-within-i condition, 252. 252. 
island, 74 
island constraints, 74 

L 

labelled bracketing, 44 
Leftness Condition, 298. 
lexical category,40, 202 
lexical case, 347, 350 
lexical conceptual structw-e, 148 
lexical entry, 94. 
lexical entry for verbs, 135 
lexical insertion, 95 
linguistic levei,. 34 
L-marker, 34 
L-marking, 183,313 
Linguistic Theory, 32 
local binding, 302 
locality principles, 256 
Logica! Form, 295 
long-distance anaphor, 261. 
long-distance control, 281 
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maximal projection, I 12 
minimal projection, 112 
minimality barrier, 370. 
Mirror Principie, 369 
modifier, 121. 
morphologic anaphor, 264 
movement operation, 57. 
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Nominative case,366 
non-thematic verb, 352 
NP-trace, 378. 
NP-Movement, 378. 
nouns 

complex event noun, 211 
resuit reading of noun, 214 

null argument parameter, 289. 
null-subjecl language, 286 

o 
obligatory control, 273,ff. 
optional control, 274, 280. 
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Path, 134 
Patient, 133 
pararnatrization of BT, 256 
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perforrnance, 30 
phrase marker, 47 
phrase structure grammar, 49. 
phrase structure levei, 39, 45 
Precept, 133. 
Principie of denotability, 269. 
Principie of lexicalization, 270. 
PRO, 270 ff. 
pro 286 
pronoun 

pronoun and deterrniners, 234. 
pronouns in BT, 240, 252, 263 
pronow1 as bound variable, 297. 

Projection Principie, 78 
propcr govenunent, 184 
psych verb, 171 

Q 
quasi-argument, 190. 
quantifier phrase, 24 8 
Quantificr raising, 296 

R 
Raising, 64. 
recursive rule, 49 
referent, 247. 
R(efercntial) expression, 252. 
relation of representation, 46. 
relations, 42 
Revised Projection Principie, 366, 
role structure, 130ff. 
relativized minimality, 322, 325. 
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scrambling, 360. 
selectional mie, 92. 
sclcclional feature, 92. 
semantic anaphor, 264 
semantic interpretation ofwh constrnction, 298 
(Sentential) Subject Island Constraint, 76,291 
singular tenu, 248. 
sistcr node, 47. 
Sourcc, 133 
splil inJ1cction hypothesis, 367. 
s-sclection, I 77. 
state, I 59 
strict cyclicity, 67 
string, 39 
string adjacency, 348. 
strong cross-ovcr, 300. 
stmcture prcscrving constraint, 80. 
strnclural casc, 347 ff. 
subcatcgorization 111Jc, 88, I I 6. 
subcategorizqation feature, 90. 

LOOl 
lV~l~lti3/\ 

401 

subjacency, 77, 291. 
subjacency banier, 324 
subject 

SUBJECT, 251 
subject defined in the PM, 48 
internai subject hypothesis, 204 
subject selection, 135 
subject effects, 262. 
null-subject language, 286 

substitution, 57 
syntactic clitic, 363 

T 

That-trace effect, 319 
Theme, 133 
Thematic Hierarchy, 156 
!hematic identification 
thematic role, 130 ff. 
There-insertion, 62. 
transfonnation, 54 
transformational levei, 54 
0- Criterion, 184 
0-grid,174 
0-identification, 207 
0-marking, 174, 203,206. 
0-Theory, 173 
0-position, 205 
0-binding, 23 I 

u 
uniforrnity condition, 345 
uniforrnity of chains, 336. 
uniforrnity of 0-assignment hypoU1esis, 175. 
universal grammar, 35 
unergative verb, 97. 
unaccusative verb, 97 

V 

variable, 299, 300. 
verb, 203. 

intransitive(unergative) verb, 97, 
ergative (unaccusative) verb, 97. 
transitivc verb, 97. 
psych verb, 171 
locative altemation verb, 148. 

V-Movcment, 199. 
V2- phenomcnon, 244 
Visibility Condition„ 346. 

w 
wcak island. 308. 
wcak cross-over, 298, 382,383 .. 
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