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Preface

This elementary text is an introduction to functional analysis. The book cov­
ers only a limited number of topics, but they are sufficient to lay a foundation 
in functional linear analysis, which, partly because of its many applications 
has become a very popular mathematical dicipline interesting for applied 
mathematicians, probabilists, classical and numerical analysts. It grew out 
of my attempts to present the material in a way that was interesting and un­
derstandable to second-third year graduate students who are taking a course 
in this subject.

The only background material needed is what is usually covered in a one- 
year graduate level course analysis and an acquittance with linear algebra. 
However, to reach as large an audience as possible, the material is generally 
self-contained: any lack of knowledge can be compensated for by referring to 
Preliminaries, to Appendices and the references therein.

This book consists, basically of three parts. All chapters deal exclusively 
with linear problems. We begin with introductory results on vector spaces 
and linear operators (Chapter 1), and with basic facts from the theory of 
normed spaces and bounded linear operators on Banach spaces (Chapter 2 
and Chapter 3). We continue with a chapter on the geometry of Hilbert 
spaces (Chapter 4), then proceed to the study of bounded linear operators 
acting on these spaces (Chaptei' 5), and to the elementary spectral theory 
of compact self-adjoint operators (Chapter 6). The last part of the text 
concentrates on locally convex spaces (Chapter 7). We offer a large selection 
of examples, applications and exercises (complete solutions of the exercises 
could be found in [8]).

We hope that exposure to this material will stimulate the students to
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expand their knowledge of functional analysis.
I would like to take this opportunity to thank my teachers in functional 

analysis of the University of Bucharest, Prof. R. Cristescu, I. Colojoara and 
Gh. Grigore.
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Prelim inaries

The first purpose of this introductory chapter is to establish the notation and 
the terminology that will occur throughout the book. We shall also present 
here some very well-known basic topology results.

0.1 Sets and functions
We assume that the reader is familiar with the basic concepts of set theory. 
Besides the usual signs as apartenence, inclusion, union and intersection, we 
will denote the complement of a set A (in X) with X  \  A  or CxA. Usually, 
the symbols R, C are used for the set of real numbers, respectively complex 
numbers. N is the set of positive integers (not including zero).

A sets collection {A}ie/ >s  said to be a partition of the set X  if U Ai = »€/
= X , Ai 0, Vz G I  and A, A A} = 0, Vz /  j. A sets family {Z,}i e /  is a 
cover for X  if X  C U Z,.

i e i
We will use words "function”, ”mapping” or "application” interchange­

ably. A function from a set X  to another set Y , is denoted by f  : X  — > Y, 
or x  I— * f(x ). If A c X ,  then /(A ) =  {/(x) | x  G A} is a subset of Y  and 
/ - 1 (ß) =  {x I /(x ) G B} is a subset of X  if B  C Y. f (X )  will usually 
be called the range of f .  X  is called the domain of f .  If g : X  — > Y  and 
f  : Y — > Z , the composition of f  with g, f  o g is defined from X  to Z, by 
( /  ° ÿ)(æ) =  /(fl(x)), f°r  all x  In X . The identity function from X  to X  , 
x  I— > x is denoted by /%, or, when is no danger of confusion, only by I. A 
function f  : X  — » Y  will be called injective (or one-one) if for each y in Y  
there is at most x  in X  such that /(x ) = y; f  is called surjective (or onto) if

11
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f ( X )  — Y. If f  is both injective and surjective, we will say that it is bijective. 
In this case, there exists a function, from Y  to X , called the inverse of / ,  
written / - 1  such that f o f ' 1 = ly  and f  1 o f  — Ix . The restriction of 
f  : X  — » Y  to the subset A C X  is denoted by f \ A . The characteristic 
function of a subset A of X , XA is defined as follows: Xx(x) — 1, if x G A 
and XA (%) — 0 if x A.

If {X ,}je /  is a family of sets, their Cartesian product n  X, is the set 
iC l

of all mappings x : 1 — ♦ X, such that x(i) € X t , Vi E I. If i G 1 we 
define the i-th projection or coordinate mapping pri : n  Xi — » X, by 

ici
prflx) — x(f) (denoted by xf). In the particular case of two sets, X i, X2 , the 
Cartesian product is denoted by XjX X 2 , thus it may be identified with the 
set of ordered pairs (x j,x 2 ), with Xj G Xj, x2 G X 2 . When X, =  X, Vi G I, 
we write X f  instead of II Xi .

i c i
A (binary) relation in a set X  is just a subset 7?. of X X X; it is customary, 

though, to use a relation sign, such as < (or as ~ ), to indicate the relation. 
Thus, (x, y) G 7?. is written x < y (or x ~  y). A relation is said to be transitive 
if Vx, y, z G X, (x,y) G 7?. and (y,z) G 7?. implies (y,^) G 7£; reflexive if 
Vx G X, (x,x) G 7?.; symmetric if Vx, y G X, (x,y) G 7?. implies (y,x) G TZ 
and antisymmetric if Vx, y G X , (x,y) G TZ and (y,x) G TZ implies x — y.

An equivalence relation, written ~ , is a relation which is reflexive, sym­
metric and transitive. If TZ is an equivalence relation on X and x G X, the 
set of elements of X related to a given x G X is called the equivalence, class 
of x modulo TZ, denoted usually as x. Any equivalence relation TZ on X 
determines a partition of the set X. The set {x | x G X} will be denoted 
by X/TZ. Conversely, any partition of the set X determines an equivalence 
relation on X. The mapping from X onto X/TZ, x  ^ x  is called the canonical 
surjection (denoted usually by 7r).

A partial ordering (or order) on X  is a relation TZ, written <, -< which is 
transitive, reflexive, and antisymmetric. Whenever TZ =  X X X, the set X is 
called totally ordered.

An (partial) ordered set is a pair (X, <), where X is a nonempty set and 
“< ” is an order on X. An ordered set is called directed (to the right) if Vx, 
y G X, 3z G X  such that x < z and y < z.

For example, R with its usual order is totally ordered. If A  is a family 
of subsets of the set X  the usual order on A  is C < D <=> C C D\ if F  
is a family of real mappings on X one considers on F  the partial ordering
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f  <  g  <=> /(x) <  g { x ) y x  G X .Let ( X , <) be an ordered set and A  G  X .  An element p G X  is called 
upper bound (or majorant) for A  if y <  p  for all y G Y. Lower bound (or minorant) is defined analogously. If m  G X  and m <  x  implies x  =  zn,(so, 
m  has no proper majorants) we say that m  is a maximal element of X ,  and analogously, if s G X  and x  <  s implies x  — s, we say that s is a minimal 
element of X .Let us say that the ordered set (A', < ) is inductively ordered if each to­tally ordered subset if X  (in the order induced from X ) ,  has a majorant in X .  Zorn’s lemma states that every inductively ordered set has a maximal element.A subset A  of the ordered set ( X , < ) is said to be bounded from above (or majorized), if it has a majorant. If there exists a majorant a which belongs to A , then a is called the greatest element of A . The notions of set bounded from bellow (or minorized) and smallest element are appearent. The subset 
A  is said to be bounded if it is bounded from above and from below. One says that A  has a least upper bound, (respectively a greatest lower bound) if it is bounded from above and the set of its majorants has a smallest element, a  (respectively the set of its minorants has a greatest element, ß). The element 
a  is called the least upper bound of A  or supremum  of A , denoted usually by sup A; analogously the element ß  is called the greatest lower bound or 
infimum  of A  and is denoted by inf A . The least upper bound (respectively the greatest lower bound), if it exists, is unique.Finally, a net in a set X  is a function x  : △ — » X  where A  is an ordered set directed to the right. As usually, we denote z(cr) by x a  and the net by (zo )acA' If △ is the set of natural numbers, with its usual order, the net is called sequence and is denoted by (xn )n .
0.2 Topological spaces
Generalities. Usually, we will use the symbol r  for a topology and if X  is a topological space with the topology r ,  we will denote this space by ( X ,T ). If T  is a subset of X ,  we will denote by r |r  the relativization of r  to Y . For a subset A  of the topological space ( X ,r ) ,  the closure, respectively the interior _ _ owill be denoted by A , respectively A- A subset A  C  X  is said to be dense in X  if A  =  X .  A topological vector space X  is said to be separable if there is a countable dense subset of X . A subset A  C  X  is called nowhere dense in
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X  if A has an empty interior.
If (X ,r) is a topological space, a family B C T is called a base for r  if 

VD G T , D is the union of sets of B. A family B  of sets is a base for some 
topology for the set X  = UBCB B  if and only if VA, B E B and Vx E A A B, 
3C E B such that x E C and C C A A B.

A family 5  C r  is a subbase for the topology r  if the family of finite 
intersections of members of S  is a base for T . Every nonempty family <S is a 
subbase for some topology for the set X  — Uses 8. It is the smallest topology 
containing 5  and it is uniquely determined by S  (it is called the topology 
generated by S).

If { ( X . i s  a family of topological spaces, Ti = then, the 
collection of sets of X  =  TI X i} {p r f1 (D ^ )} i è l  is a subbase for some topology 

«e/
for X , called the product topology, TI B-

i e l
Let (X ,T) be a topological space, 71 an equivalence relation on X  and 

7F : X  » X/7L, the canonical surjection. The family

T = {DC X / n  I TT ^D ) E r}

is a topology for X/7L called the quotient topology (modulo 71).
If x  is a point of the topological space (X, r), and Vx is the neighbourhood 

system of x, then, a family of neighbourhoods Bx  of x  is called a base for the 
neighbourhood system of x  (or a fundamental system of neighbourhoods of x) 
if VV E Vx , 3B G Bx , B  C V.

Theorem 0.2.1 Let (X ,r )  be a topological space and for each x  E X  let Vx 
be the family of all neighbourhoods of x. Then :
V l)  I f  V E Vx , then x  E V
V 2) If V E V X and V  C W , then W  E Vx ,
V 3) I fV ,W  E V Xt then V n W  E V X ,
V 4) I fV  E Vx , then there is a member IV of Vx  such that W  E Vv , for each 
y in V.
Conversely, if to each x  E X , there is a nonempty family Vx  satisfying VI)- 
VJ), then the family r  of all sets G, such that G E Vx whenever x E G is a 
topology on X; r  is the unique topology for X  such that Vx  is precisely the 
neighbourhood system of x relative to the topology T .

The topological space (X ,r) is a Hausdorff space, if Vx,y E X , x /  y, 
there are disjoint sets U E Vx  and V E Vu . Notice that ( n  Xi, II B ) is 

te/ ««/
Hausdorff if and only if for all i in I, (X ^r.) is Hausdorff.

14
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Let ( X , r) and (Y, <r) be topological spaces. A function f  : X  -> Y  is said to be continuous if / - I (A) G r  for every A  in a. It is said to be continuous ut 
a point x  in X  if / - 1 (A) € Vx  for every A  G V/(x ). A function is continuous if and only if it is continuous at every point. A  function f  : X  — > Y  is 
open if  /(A) € a  for every A  in r s A  homeomorphism is a bijective function 
f  : X  — » Y  that is both open and continuous, equivalently, both f  and f  1 are continuous functions. It is clear that the composition of two continuous or open functions produces a function of the same type.A  net { x Q }aeA C  ( X , r) is said to be convergent to x  G X  (xQ — > x) if for each V  G Vx , Bay G △ such that Va >  a y  implies x Q  G V. The point x  is called the limit of the net (xQ )Q , written,

x  =lim  x Q aA  function f  : ( X , a) — *• (Y , a) is continuous at x  G X  if and only ifV{Za}aeA, Xa  ---- > X = >  / (x Q ) ----♦ /(x).For a complex (real)-valued function on X ,  the support of f  is the subset of X ,  supp f  =  {x  G X  I /(x) /  0}.
M e tric spaces. A  metric space is a set M  and a real-valued function d(-, •) on M  x  M  (called metric on Af) which satisfies:i) d (x ,y )  >  0;ii) d(x, y) =  0 if and only if x  ±= y;iii) d (x ,y )  =  d (y ,x);iv) d (x ,z) <  d(x,y) + d ( y , z) (triangle inequality).When it is not clear from the context which metric we are talking about, we will denote the metric space by ( M ,d \  The set {x G X  | d (x ,y )  <  r} is called the open ball, B ( y ,r )  of radius r  about the point y. The metric topology on a metric space (A f,d), rd is defined as follows: a set G  C  X  is open if and only if Vy G G ,  3r >  0 such that B (y , r) C  G .  The topology rd Hausdorff.A sequence (xn )n of a metric space (M , d) converges to an element x  if and only if d(x, x n ) — » 0 as n  —» oo, that means, for given £ >  0 there exists 
ne so that n >  ne implies d (x ,x n ) <  £; x  is called the limit of the sequence (æn)n, written, x  =lim  x „ n

15
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A sequence (xn )n of a metric space (M ,d) is called a Cauchy sequence if 
Ve > 0, there is n e so that n, m  > n£ implies d(xn ,x m ) < E. Any convergent 
sequence is Cauchy. A metric space in which all Cauchy sequences converge 
is called complete.

Let A C X  be. The distance from x E X  to A  is defined by

d(x,A ) = inf d(x,y).
y t A

Clearly, d(x, A) — 0 if and only if x  in the closure of A (in the metric topology 
rd ).

An element x  is in the closure of A  if there exists a sequence (x„)n C A 
such that (xn )n  converges to x.

If X , Y  are metric spaces and f  is a function from X  to Y , then f  is 
continuous at x  E X  if and only if for each sequence (xn )n  C X , x n — *• x  it 
results that / (x n ) — > /(x ).

A topological space (X, r)  is said to be metrizable if there is a metric d 
on X  such that r  = rd .

Compact sets. A subset K  of a topological space (X ,r) is compact if and 
only if each open cover has a finite subcover. Each closed subset of a compact 
set is itself compact. If (X, r)  is Hausdorff, each compact set is closed. The 
topological space (X, T) is compact if X  is a compact set.

A family {FQ }Q€ / C X of sets has the finite intersection property if the 
intersection of the members of each finite subfamily of {Fa }af=i is nonempty. 
If (X, T) is Hausdorff, the set K  C X is compact if and only if each family of 
closed subsets of X , {FQ}Q t / C X  which has the finite intersection property 
on A ,

O ( n  W 0 ,  V J C l ,  J  finite 
J

has a nonempty intersection on K , that means

« n ( n F Q ) 0
a e .I

It is well known the next theorem:

Theorem 0.2.2 ( Tychonoff’s theorem) The product space (n  Xj, II x,) ie I iți
is compact if and only ifY i E 1, the space (X ^rf) is compact.

Further, the next characterization of compacity in metric spaces will be 
useful.

16
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Theorem 0.2.3 Let (M ,d) a metric space and rd the metric topology on M . 
A subset A of M  is compact if and only if each sequence of elements in A, 
has a subsequence which converges to an element of A.
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Chapter 1

Vector spaces and linear 
operators

1.1 V ector spaces
In this section we will introduce some elementary notions of linear algebra.

Next, we will denote by K one of the sets of the real numbers, R, or of 
the complex numbers, C. If a = a 4- bi G C, Re a = a and Im a — b. The 
conjugate of a, is ă  =  a — bi.

Definition. A vector space (linear space) over K is a set X  with a binary 
operation (addition), (x,y) — » x  4- y and with a mapping (scalar multipli­
cation) defined on K X X , (a, x) — » ax  satisfying the conditions:
1) x  +  (y 4- z) =  (x +  y) 4- z, Vx, y, z G X\
2) x  4- y — y + x, Vx, y G X;
3) 30 G X  such that 0 4- x =  x 4- 0, Vx G X\
4) Vx G X, 3 (-x ) G X  such that x 4- ( -x )  =  (—x) 4- x ~ 0;
5) (a 4- ß)x = ax  4- ßx, Va, ß  G K, x G X;
6) a(x 4- y) = ax  4- ay, Va G K, x, y G X;
7) (aß)x  =  a(/3x), Va, G K, x G X;
8) Ix =  x, Vx G X.
When K =  R, X is called a real vector space, and, when K — C, X is said 
to be a complex vector space.

Remark. We notice that K is a vector space over K, the scalai’ multipli­
cation being the multiplication of K.

18
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Notations. If A, B G X  and A C K we will denote by

A  4- B  =  {a + b I a E A, b € B} and AA = {aa | a E A, a E A}.

Definition. A subset Y  of the vector space X  is called a linear subspace of 
X  if Y  4- Y  C Y  and K Y  C Y.

Clearly, the intersection of a family of linear subspaces of X  is also a 
linear subspace, thus we have the following definition:

Definition. Let X  be a vector space and A a subset of X . The intersection 
of all linear subspaces of X  containing A is called the linear subspace spanned 
by A, Sp A.

Proposition 1.1.1 Let X  be a vector space and A a subset of X . Then,
n

Sp A =  {z E X  I z = cuj E K , X jE A, n E N }
i = i

Proof. Clearly Sp A C {z E X  | z = a j x j> otj E K, Xj E A, n E N } 
since this set is a linear subspace which contains A. Conversely, if Y  is 
a linear subspace such that A C Y , it follows that every z — a j x j< 

E K, Xj E A, n E N, is in Y, therefore the converse inclusion holds.

Definition. A subset C of a vector space X  is said to be a convex set if 
for any two points x, y of C and any real number t, 0 < t < 1, the point 
tx  4- (1 — t)y is in C.

Definition. For A C X , the convex hull of A, denoted by co A, is defined 
by

co A =  p | C
CD A . C convex

Remark. The convex hull of A is the smallest convex set containing A.

Definition. Let X  be a vector space. The finite set of X , {xk}i<k<n is called 
linearly independent if J3"=i a j x j — 0> a j € K implies «i =  Q2 =  ... = a n  =  0- 
A subset B of X  is said to be linearly independent if each finite subset of B 
is linearly independent.

Definition. A subset B of X  is called an algebraic basis of X  if B  is linearly
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independent and if for every x € X , there exist O i,o2 , - V n  € K and 
Xi,x2 ,...xn  G B such that x =  L ”= i a j x j-

By a Zorn’s lemma argument one can prove immediately:

Proposition 1.1.2 Each vector space has an algebraic basis. Moreover, each 
linearly independent set in a vector space is contained in a basis.

We have to notice that in a vector space X  all bases have the same 
cardinal, called the dimension of the vector space X . The space is called 
finite dimensional if it has a finite dimensional basis, and otherwise it is 
called infinite dimensional.

We will end this section with two useful remarks that follow immediately 
by the definition of the vector spaces.

Remarks. 1. Let {X j} je j  be a family of vector spaces over the same field 
K. Then, X  — f lje jX j becomes a vector space over K with the following 
operations:

+ (y jje j  =  f a  +  y j ) j e j

< A .X j) jtJ  =  (< *X j)jeJ

2. Let X  be a vector space and Y  a linear subspace of X . We define on 
X  an equivalence relation, x ~  y <=> x — y G Y. The echivalence class of x, 
x + Y  will be denoted by x, and the set {x | x G X }  will be denoted by X f Y . 
X fY , endowed with the operations

x  + ÿ  =  x 4- y ,

ox = ox

is a vector space.

1.2 Linear functionals and operators
Let X , Y  be vector spaces over the same field IK .

Definition. A mapping U from X  to Y  is said to be a linear operator if 
it is additive, (f/(x + y) =  t7(x) + U(yfi Vx, y G A') and homogeneous 
(l/(ox) = at/(x), Vo € K, x € X).
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Notation. If U is a linear operator from X  to Y  and x  G X, we shall 
often write Ux instead of U(x).

Remark. If U : X  — > Y  is linear, then,

U ^ a j X j ) = ^ a jU ( x jY  Va, G K, z, G X , n G N 
j=i j=i

It is easy to see that if U, V  are linear operators from X  to Y  and a  G K, 
then U + V : X  — > Y,

(U +  Y)(z) =  Ù(x) + V(z), V iG  X

and aU : X  — ► Y,

(aU)(x) = aU(x), Vx E X

are linear operators, too. Thus, denoting by £(X , Y )  the set of all linear 
operators from X  to Y , the next proposition is appearent.

Proposition 1.2.1 The set £ (X , Y ) with the usual addition and scalar mul­
tiplication is a vector space over the field K. £(X, Y ) is called the space of 
linear operators from X  to Y .

Remark. I f X  — Y  we write £ (X ) for £ (X ,Y ) .
Notations. 1. If U, V E £ (X ), we will often set l/V  instead of U o V  

(which clearly is in £(X )) and 1 instead of lx-
2. Let U be in £(X , Y). We denote by

K erf/ =  {x G X  | U(x) = 0},

called the kernel of U.

Proposition 1.2.2 Let U be in £ (X , Y). Then Ker U is a linear subspace 
of X . In addition, U is injective if and only if Ker U = {0}.

The proof of this result is immediate.

Remark. We notice that if U is an invertible linear operator, U : X  — *• Y,
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then the inverse, U 1 : Y  — + X  is also a linear operator.

Definition. Two vector spaces X , Y  are called isomorphic if there exists an 
invertible linear operators from X  to Y.

Remarks. 1. If B — {xj}jej is an algebraic basis of X  and F — {î/j}jej a 
family of elements in Y , then there exists a unique linear operator U : X  — * 
— ► Y  such that U(xj) =  y,, V) G J. Indeed, as every x  G X  can be uniquely 
represented as x = Y,jeF a j x ji F  C J, F  finite, wè define U(x) =

In particular if X  and Y  are two vector spaces with the same finite alge­
braic dimension, there exists an invertible linear operator from X  to «F.

2. If X  is a finite dimensional vector space and B =  {xj, x2 , ..., xn } 
is a basis of X ,  then U G F-ÇX) is uniquely determined by the elements 
y} = U(xj), j  =  l ,2 ,..,n . Every yj, j  = l ,2 , . . ,n  can be represented as 
yj = a kjx k ■ The matrix (o‘jk)i<j,k<n is called the matrix of the operator 
U in the basis B, and often we identify the operator with its matrix. Clearly, 
if n

J=1

and n
t/(x) =  y =  52/Jjx,,

J= I

we have n
ß j  =  Y l a ik x k, j  =  l ,2 ,. . ,n

*=i

Definition. Let X  be a vector space over IK. A functional on X  is a 
mapping from X  to IK. A linear functional on X is a functional which is a 
linear operator from X  to the vector space K.

Notation. The vector space £ (X ,K  ) is denoted X 1.

Remark. Whenever we will need to emphasize that a functional is defined 
on a real (complex) vector space we will call it a real (complex) functional.

Proposition 1.2.3 Let Y  be a linear subspace of the vector space X , Y  Ç X . 
The following are equivalent:
(i) Y  is a maximal subspace of X  (with respect to the inclusion order);
(ii) For every x o G X \ Y , the linear subspace Sp (Y  U {xo}) coincides to X ;
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(iii) dim X fY  = 1;
(iv) There exists f  € X ' such that Y  — Ker f .

Proof. (i)=>(ii) As Y  C Sp (Y  U {xo }) and Y  is maximal, it follows that 
Sp (V U {xo}) coincides to X .

(ii)=^-(i) If Z is a linear subspace that contains Y , Y  Ç. Z, there exists 
z € Z  \  Y . Then, from (ii) Sp (Y  U {z}) =  X . From the inclusions

Sp (Y  U {z}) C Z c X ,

it follows that Z  = X , thus, indeed Y  is maximal.
(ii)=>(iii) If x o 6 X  \  Y, we will show that X f Y  = { a i j  | a  G IK). 

Let x~o be in X /Y , x~o 0; therefore there exists x  G X  \  Y , x  G x^. As 
X  = S p jV  U {ro}), x — y + ax o for some a  € K, o /  0 and y G Y . Then, 
T~o = y + otx0 = ax^.

(iii)=>(iv) .Since dim X f Y  — 1, there exists an invertible linear operator 
U : X / Y  — » K . If % : X  — » X f Y  is the canonical surjection, then defining 
/  — U o 7T, clearly f  is a linear functional whose kernel is Y.

(iv)=>(ii) Let x 0 G X  \  Y  and x  be arbitrary in X . We have to prove that 
there exist y G Y  and a  G K such that x  = y + ax o . As Y  =  Ker / ,  where 
f  G X ', setting a  =  /(x ) /(rco)- 1  and y = x  — /(x ) f{ x o ) ' xxo everything is 
clear.

1.3 The Hahn-Banach extension theorem
In dealing with vector spaces endowed with a topology, one often needs to 
construct linear functionals with certain properties. In order to do that, first 
one defines the linear functional on a subspace of the vector space where it is 
easy to verify the desired properties; second, one uses an extension theorem 
which ensures that any such functional can be extended to the whole space 
while retaining the desired properties. One of the fundamental results about 
the extension of functionals, is the Hahn-Banach extension theorem. We be­
gin with some general notions.

Definition. Let X be a vector space over the field K. A sublinear func­
tional on X is a real-valued function p on X which is subadditive (p(x + t/) < 
< p(x) 4- p(y),Vx,y  G X) and positive homogeneous (p(fir) = tp(x), Vt > 0,
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Vx G X ).

Definition. Let X  be a vector space over the field IK. A real-valued subad­
ditive function p on X  is said to be a seminorm if p(ctx) =  |a |p(x), Vo € K, 
VxG X.

A sublinear functional resembles a seminorm, except that the second con­
dition is only supposed to hold for positive scalars, thus a seminorm is in par­
ticular a sublinear functional. We remark, that, if p is a seminorm, p(x) > 0, 
Vx € X  (since for any sublinear functional p(0) — 0 , —p(—x) < 7 Lc), and 
when p is seminorm p(—x) — p(x)).

Theorem 1.3.1 (The Hahn-Banach extension  theorem) Let X  be a real 
vector space, p a sublinear functional on X . Suppose that f  is a linear func­
tional defined on a subspace Y  of X  which satisfies f(x )  < p(x),Vx G Y. 
Then, there is a linear functional f  : X  — > R, satisfying f(x )  < p(x),Vx € 
G X , such that f(x )  = ffixfiVx  € Y.

Proof. The idea of the proof is the following. First we will show that 
for x o G X  \  Y, we can extend f  to the space spanned by x o and Y, Sp(YU 
U{xo}). Then, by a Zorn’s lemma argument we prove that this process can 
be continued to extending f  to the whole space X .

For arbitrary y , y in F  we have

/ ( y )  -  /(y") =  /(y ' -  y") < p((y' + *□) -  (y" + *<>)) <

< p(y' + x o) +  p (-(y"  +

SO,

- f ( y " )  -  p (- (y ” + *»)) < - f ( y  ) + p(.y +

It follows that the set A = {—p(—(y+ x 0)) — /(y ) | y G Y} C R has an upper- 
bound and the set B — {p(y +  x„) — /(y ) | y € Y} C R has a lower bound. 
Let us denote sup A by c and inf B  by c . As c < c , we may consider a real 
number c G [c , c ]. Thus,

—p(—y -  Xo) -  /(y ) < c < p(y + xo) -  /(y), Vy G Y

We now define a real functional y on Sp(Y U {x}o ), by

y(y + Ax„) = /(y ) + Ac, y G Y, A G R
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It can be easily verified that this functional is linear. We have to see that

(*) + Aa?o ) < p(y + Axo ), y G Y, A G IR

If A =  0, is clear. Suppose that A > 0; after a division by A, the above 
inequality becomes

+ æo) < p (^ y  +  z o) <=> f ( ^ y )  + c < p (^ y  + x o),

or equivalently,

c < p (y y  + xo) -  f ( - y )

If A < 0, dividing by (—A) > 0, the inequality (*), is equivalent to 

g ( - ^ y  -  æo) <  p ( ~ \y  ~ x o) <=> f(-~ x y) - c <  p ( - y y  -  *<>).

and, finally, to

A A

Therefore, the functional g defined on Sp(y U {xo}) is an extension of f  to 
Sp(y U {xo }) such that g(z) < p(z), \fz € Sp(F U {xo}).

We now proceed with the Zorn’s lemma argument. Let J7 be the col­
lection of extensions g of / ,  g : Z  — ► R which satisfy g{z) < p(z) on 
the subspace Z, where they are defined. We partially order J 7 by setting 
91 -< 92 if 92 is defined on a larger subspace than g l t  and #2(2) — 91 (2 ) 
where they are both defined. We claim that (T7, -<) is inductively ordered, 
i.e. each totally ordered subset of J 7 has an upper bound. Indeed, let (ga )a  
a totally ordered family in T7, ga  : Za  — » R . Define 9 ■ \Ja Za  — ► R by 
g(z) = 9a(z) if z G Za . The mapping g is well defined, since for every a j, 
a 2> (<7a)a being a totally ordered set, we have that ZQ, C Za2 (or conversely) 
and ga i (z ) =  9«AZ } o n  Clearly, ga  -< g so each totally ordered subset 
has an upper bound. By Zorn’s lemma, we conclude that J 7 has a maximal 
element f , defined on some subspace X  of X, satisfying /(x ) < p(x) on the 
subspace X  . But X  must be all X , since if we had X  Ç X, the first part 
of the proof applied to the functional f  : X --- » R would give a domination
extension of f  to the space Sp(X U {xo }), where xo G X \  X , contradicting 
the maximality of f .  Thus, the extension f  is defined on the whole X, which 
ends the proof.
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C orollary 1.3 1 If p t> u ouMinim functional cm the. real veetoi space. X , 
then, fot cveryx,, 6 X, the tv is u lineut -functional cm X such that f(x„) 
— p(xu ) and f ( j ')  < p(jc), Vx t  V

Proof, Lei us denote by V' the subspace of A spanned by {xu } und détint 
on it the linear functional /(Ax,,) — Xp(j:a ), A € R. This functional satisfies 
that /(x „ ) — />(x„) and / ( x )  < Vx € V This follows by

/ ( A r J  -  X p (x „ )  -  p( \ j

if A > Ü, and by

/(X x„) -  Ap(j.„) < Ap( J  .) p(Axu),

if A 0
By the pievioiis theoiem  the functional f  < an be extended to the whole 

space

T h eorem  1.3 .2  ( Complex Hahn Hanach e x te n s io n  theorem ) l.el X be a 
complex, vector space, p a sem inonn cm X Suppose. that f  is a complex Imcai 
functional defined on a subspace Y of A satisfying | / ( r ) |  //(.«), Vj V.
Then theie is a complex linear functional f  X • 4’, uilm li satisfies 
| / ( x ) | p(.r),V.r f X, such that f(.r) f ( .r ) y .i  ♦ 1

P roof. The functional f  can be lepiesented as

/ (x )  / , ( z )  t V .r e h ,

wlteie J i t  f.t  aie leal lineal functionals on Ï (/i(-r) He /(.< ) and f-j( > ) — 
Iin / (c ) ) .  Since

’( / l ( ' )  I '/d - r ) )  l f( .l)  l ( l l )  f y . l )  I

it follows that f-i(.i) f i( i- r ), thus

/ ( ■ ')  M ' )  '/ ■ .( / < ) ,  V .  e 1

N o w , w< < o n s id e l t he le a l lin e a l f l in c t  io l la l /| on 1 and s i la  e

M H  I M  H| <  | /(H |  / < / )
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fl  has a real linear extension fi to whole X  obeying fi(x )  < p(x) (by the 
Hahn-Banach extension theorem). Setting

/(x ) = /i(x ) -  if\( ix ), Vx G X,

clearly the complex functional f  is an additive extension of f .  For an arbitrary 
complex number a + bi and x  G X , we have

/( (a  4- bi)x) — f\(a x  -I- ibx) — i fi(a ix  — bx) —

— afi(x) + bfi(ix) — aifi(ix) + bifi(x) = 

= (a + bi)fi(x) -  (a + bi)ifi(ix), 

which proves the linearity of f .  To complete the proof, we need only to see 
th a tj/(r r) | < p(x),Va; G X. If we let 0 = arg f(x )  and use the fact that 
Re f  — f i ,  we see that

|7(*)I =  7(x) e =  7(e l°x) =  7 (e  ltix) <

< p(e ,ux) — |e 10i'| p(x) = p(x)

Similarly to the real case we have the next corollary:

Corollary 1.3.2 I f  p is a seminorm on the complex vector space X , then, 
for every x o G X , there is a linear functional on X  such that f ( x o ) = p(x0) 
and |/(x)I < p(x), Vx G X.

1.4 Exercises
1. Let X  be a real (respectively complex) vector space, p a sublinear func­
tional (respectively a seminorm) on X , and JF the set of all real linear 
(respectively complex) functionals on X  dominated (respectively in absolute 
value) by p. Show that p(x) = sup{/(a?) | f  G .F} (respectively p(x) = 
= sup{|/(x)| I /  € F } ) , VX € X .

2. Let X  be a real vector space, xo G X, p u  sublinear functional on X. 
Show that for every A € [—p( —xo ),p(a:o)] there exists a real linear functional 
on X  such that f ( x o) — A and \f(x)| < p(x), Vx G X.

3. Let X  be a real vector space, p i, p^ sublinear functionals on X  and f  
a real linear functional on X  such that f  (x) < pi(.r) I p-i(x), Vx G X. Show
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tiuit th e ir exist J I, J'2 lineal fund  lonals on A such that J (x) - / J(J ) |  J X ( J  i 
f i ( j )  < PI (•' ), A ( J-) <  p^U ), Vx t  x .

4 (F F  Bonsall) Let A be a leal vectoi space ( c. X such that 
( ' I ( ’ i. ( ' and R I (J G C, p  : C  * It a subhneai functional, y ( ' > 1<
a functional such tha t y(x 1 y) > </(x) t </(</)> Vx ij G C  We have pl i ) • 
G y(x),Vx G (.’ Show tha t there exists a teal lineai functional f  on A such 
that c/(x) /(x ) , Vx G ( '  and f( i: )  < p(x), Vx G X.

5 (H. Nakano) Let X be a leal vectoi space, 1 a subspace of A J  a 
lineai functional on X and p  a subadditive positive ( p(x) .> 0 Vx - A ) 
functional on X with Iun p( Ax) -  0 Vx t X such that / ( x ) < p ( a ) ,V j  G A

Show tha t t heie exists f  a leal lineal functional on V which is an extension 
of I with the p io p e ity / ( x )  > p(-t), Vx C A

6 Let p be a seininonn on the linear space A
a) Show that Kei p is a lineai siibspac e of A
b) Show that the leal m apping p on A / Kei p defined by p(x) p(x), 

j •- r is a noun on X /K ei p
ci Show that each non zeio semnioim on R is a noim
7 Let p be a seininonn on the lineai space A and V a lineai subspace 

ot \  Shove t bat />( :» ) 11 if j y( I I ) I I I c x ) is a seniinol >n on \  / V
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Chapter 2

Banach spaces

2 1 N orm ed spaces, Banach spaces

Next. A is a vector space ovei the  held IK

D efin ition  A n o n n  on A is a function || || \  -■-» 1R satisfying the
conditions:

i) ||x || — 0 > c - u,
>•) Ik' +- f/ll < Ikll I ll'/||, <1 t  A
iii) ||n x || — |a |  • ||j: ||, Vn C K , /.i f- A

D efin ition . A nuniit'il */><ne is a paii ( \  || ||) wheie A is >< .ec to i sp a te  
and II ■ II is a norm  on A

Eveiy norm ed space (A , || ||) is H m etric sp tr t undei the m etrii i/)
||j  t/||. I'he n o u n  topology on A , Ty |, is th e  m etric topology defined In

this m etric. Consequently, a sequence (.£„)„ C ¥ is convergent to  a: >- ¥ 
if given z > Ü, there is n so that An - n c , ||a„ ,/.|| < e; (a;„)„ C \ is a
Cauchy seque lae  d loi eveiy r 0 there  exists r. such that V li,m  n. 
IP.. ' . . . I l — -

D . t iu it  io n . Il I \  / , I I;. compl<-( e the HOI II I**<1 spa<e ( A , || || ) i- called . 
‘•U.K U /I spuci

H e iiia r k . Bv the properties ii) and iii) of the noim , it follows

Ill'll ll'/lll * II- ."II V.r i / o  \ ,

>. h u h  shoa > I hat tin ieai m apping on ( \  - u || ) - ’ ||j ; || 1» continuous I l l s  
also easy to sw  tha t t lie m apping (r ,(/) • > .i I (/ tiom  \  '  ¥ (endowed with
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the product topology) to X  is continuous and for every a  /  Ü, the mapping 
x  I— » ax  from X  to A is a homeomorphism.

Notations. For x o € A and r > 0 we denote by

H(a:o ,r) - {.c fc A | ||x . r j <  r),

the ball in A with center x u and radius r and by /l(j;u ,r) its closure, which, 
one can easily show, coincides to {æ € A | ||x — xo || < r}. For xo ~  Ü, some­
times we will write H(r) instead of U(0, r), we have U(x„,r) — ß()j 4-

Remark. Note that for any point xu , the family {H(xu ,i ) )r> (, is a funda 
mental system of neighbour hoods of xo .

Definition. A subset .4 of A' is said to be bounded if there exists o > 0 
such that ||;c|| < a, \ x  G .4.

Remark. The closure of any bounded set is also bounded

Definition. Two norms || ■ |p and || ||2 on the vector spare X a«<- called 
equivalent (written || ■ ||, • || • ||2 ) if ther e exist the < oust.ant so  0 and it > 0 
such that

<»11» III -  ll'llz M i ' i l i .  V re  X

Proposition 2.1.1 Let l| ■ ||j and || ■ ||2 two norms on the m in i space A. 
The following are equivalent:
1) The norms || ■ ||r and || • ||-2 ate equivalent;
3) The topologies 7j| and F||.||a coincide.

The proof of this result, is appearent.
Definition. Two normed spaces A, Y ovei th e  sa m e  field IK m e se id  to  be

isometrically isomorphic if there exists a linear Injection I 1 : A >1 which 
preserves the mum, i.e. ||/ / (:r)|| ||:r||, V.r F X

Remark. A linear mapping from A Io 1 sm h that ||F(.')|| II » Ik Ar: F A 
will be caller) fin ther a (linear) i.MDiir/n/ on \

Definition. Let. (.r„)„ be a sequence in the nor med spar e ( V , || ||) I he pair 
((•':n)ro (•',»)r>) , where s„ ■= , .r\ is called t he series r oi responding to the
sequence denoted by V„ । .r„
The series ( a:„ is said to be convergent, am i ( he :, t -i|<rm. «• r ' ).. summable, 
il th e  se q u em  e (% ),, is c o n v e rg e n t, t hr1 lim it of th is  s i i |i i< m e  is ra i le d  I he
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sum of the series and is denoted by xn .
The series ^ n>i x n is said to be absolutely convergent, and the sequence (xn )n 
absolutely summable, if the series 52n > 1  ||xn || is convergent.
The series £ n >i x n is said to be unconditional convergent, if for each permu­
tation o of N, the series $2n > 1  x a (n ) is convergent.

It is important to have criteria to determine whether normed linear spaces 
are complete. Such a criterion is given by the next proposition.

Proposition 2.1.2 Let (X, || • ||) be a normed space. Then, (X, || • ||) is 
Banach if and only if every absolutely convergent series in X  is convergent.

Proof. Suppose first that X  is complete and let 52n >i x n be a n  absolutely 
convergent series in X , Then, for Ve > 0, 3ne such that llx n|| < £• 
Then, for every n > m > n€ we have

n in n n oo

II E x* -  E M  = il E  Ml < E  IIMI < E  IM < £
k= i k = l k=tn+l k=m +l ’*=««

We conclude that x k)n is Cauchy, therefore, since X  is Banach, con­
vergent.

Conversely, let be a Cauchy sequence in X. Then, we can obtain a 
subsequence (xtn )n  such that

1
IK . -æ*,.ll < 2MT > V / I

11 follows that the series llx 'k,.ti J 'A,.|| is convergent. Then, we know 
that the series 52n >i x kn ) is convergent, loo. Let us denote by x  the
sum

x  ~  X ki I E ( " Cfc"+> —  •Cfc") 
n -1

As for every positive integer m  > 2,

in- 1
X k\ * E  ~  X kn  ) ~  X k,„

n A

it follows that the subsequence (afc)J n of the sequence (x„)„ is convergent. 
Taking into account that a Cauchy sequence which contains a convergent 
subsequence is itself convergent, the proof is finished.
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I'm t hei, we shall allow that, the product of a family of nouned spaces 
and the quotient of a nouned spa< e by a closed subspace < an be natuially 
endowed with a structure  of nouned space.

T h eorem  2.1.1 Let (A j, || | | ( ), j  — 1,2 . n be iiun/ied spaces. I'hen, 

IK 't J-„)|| - *;*ax ||x J |j

is a nom i on X - K “ , \ ( , and the topology ry y coincides to the product 
topology on X .
If, zn addition each (X j || • ||j), J — 1.2, , n is a Hanai h space, the nonned 
space (A, K • II) is also Hanoch.

P roof. It is not ditti< ult to show that the real valued mapping

< • ' . , ' 2  HJ-,11,J *•*» .H

defined un V 11*‘ ( X7 , is a noun If //(e), //;(•■) aie  the c balls in A 
trape« lively A, j  — ! 2, , »l we also have that., Vt > 0,

/!(-) -  U  'M ’ ) 
) I

which plow s that the ly y coincides to the produci. topology Euithei let 
((x*"‘ ; ; , 2"* xJ'“*)),,, be a Cauchy sequence in A By

||,< fc) J ; ’| | ; < max ||x<*> x-<n ||7> V A r./eN
/ I »Z,...,1»

it follows that foi every / — 1 , 2 , ..., n, the sequence (x'"'*),,, G Xj is Cauchy 
As ( A j , Il II, ) j  1,2, , ii is Banach, I here exist s J j  E X J t the limit of the 
sequence (.(' < ‘leally, with an usual convergence argument,

i l(-? '“ , 4 ’'‘’ . 4 ’'“ ) ( x l l J 2  . . . , x j | i  . «

as io ■ ix

r i i e o i e m  2 i 2 I .et ( \  || || ) be. a nornieii’■ spat c and } a closed in l^pact </ 
\  Then,

Ill'll ->nf ||x||

is a nonii on X/V IJ (A , K ||) is Hanach, the space X /Y , unth this norm, is 
also Hunacli
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Proof. By the properties of the norm on A, it follows immediately that 
the defined mapping on X /K is suLadditive and ||ox|| =  |a | ■ ||x ||. It remains 
to show that ||î || =  0 involves x  = 0. If ||î || — 0, there exists a sequence 
(x„)n  C x + Y  such that x n — » 0, as zt —♦ oo. As x + Y  is a closed set, we 
have that 0 € x + Y, so x = Ü.

Now, let (£,,),, C X /Y  be a Cauchy sequence so that the series £„>1 ||x„ || 
converges. Accordingly to Proposition 2.1.2, in order to prove that X /Y  is 
Banach, we have to show that the series J2n > )  x n converges too. By the 
definition of the norm on X /Y ,  for every n €  N , there exists yn E x n  such 
that

lls/»ll < llænll + Ë
£

It follows that the series 52r4>] ||y„|| is convergent. As X  is Banach, the series 
£ n>1 yn ' s  also convergent. If

x  =  5 2  yn 
n = l

by the inequality

I I - £ ll Il 52y* æil
fc=i * = i

it results that the series 52n> 1  æn Converges in X /Y  to x.

2.2 Exam ples o f Banach spaces
In this section we shall give some examples of Banach spaces, which will be 
useful further.

1. Finite dimensional normed spaces. The space K" can be normed 
in many ways Of major interest are the p-norms, for p E |l,oo). Let us 
define on Kn the real mapping ( 6 ,6 ,  ••••,6») 1— ‘ 11(6 >€2,.....6»)IIP ,

11(6,6, ....,6 )llp  =  ( Ë  I 6 D *

*^1

This mapping is a norm. In 01 der to prove that we need some preliminary 
results.
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(1) Let p, q > 1 such that \/p  + \/q  = 1. Then,

p 9
Va, b e K

Indeed, we have to prove that the inequality is true only when a > Ü, 
b > 0 (since if one of them is zero, it is obviously verified). Considering the 
real mapping on (0,oo), f (x )  = xp /p  — x, this has its minimum —\/q  (in 
x — 1), thus 

xp —1
- ----x > — , Vx > 0 
p----------q

or, equivalently,
x p I’
---- F -  > x, 
p q

Vx > Ü

If in the above inequality one inserts x = abx q and one multiplies by bq , the 
inequality is proven.

(2) (Holder’s in eq u a lity ) Let p, q > 1 such that l /p +  1/q — 1 and 
€«, ’/» (* == l>2,...,n) in K. Then,

,  X 1  ,  X -I
n  /  n \  p /  n \  q

E l t o l s  E I 6 I ’  EM’ 
1=1 \1=1 /  \1 = 1  /

Suppose first that

7̂  Ü and
9

^ 0

Then, in the previous result (1), we may set

a = --------------------- y  , b = -------------- r
( E "  . K . l " ) '  ( E ^ l / / , ! ’ ) ’

and, we obtain

_______________________________ <  ie-1 - +  I’d ”.  _  „  

( 2 3  I l î d 1’) ’ ( S i  I M " ) '  P ( S , l î . l d  '1 ( S  1 1 'l .l” ) ’

Summarizing, it follows that 
Z K 1 , V 1 Z v i z  X 1n /  n \  q 1 1 / n  \  p /  “

E i c . M ’/ . i <  E m  Ei'/‘ij (; + ;)= E rn  (Ei'/.r) 
t= i  . \ i = i  /  \ i = i  /  P q \< i /  \ i  I /
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If

— ü o l = o,

eveiything is clear, since the inequality becomes 0 < Ü.
(3) (Minkowski’s inequality ) Let p € [l,oo) and £,, ?/, (i =  1,2,...,«) 

in IK. Then,

The inequality is immediate if p — 1 or 52JL1 |6 |P = 0 or ZX i |»/«|p — 0. It 
is enough to prove the inequality for 6 , z/, > 0 and at least one of the 6 , 
respectively z/, is not zero. U ing the Holder’s inequality, we have 

£ « <  +  >/.)" =  £ ( { .  +  •).)’  ' f .  +  £ ( 4 .  +  >!.)'■ '» . <  

t= l «=1 i= l

thus, dividing by (£ X i(6  + z/«)p ) p > ^ i e  proof is finished.
Now, let us return to the space IK n and to the mapping

(Ci,C-2,....6 .)’—  11(6,6,.... 6,)I1P

i he first two properties of the norm ere immediate, and the fact that

11(6,6,....6.) + ('/l,'/2, •••,z/„)||p < 11(6, 6 , .... 6)llp + ll('/l,’/2,---,z?,.)||p

follows from Minkowski’s inequality.
Moreovei, (IK", || ■ ||r ) is a Banach space. 'lake an arbitrary Cauchy se­

quence (jj) ( in IK", jj  = (^|(\  Ci1*, , €n )̂- For any fixed natural k,

ld° d ° l < Iki A,.lip • 0
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as l,m  —> oo, so, is a Cauchy sequence in K. Since K.is complete, for 
each k there is a number , with £* =lim We set x — (£1,62, ••■>€«) G K 
and since

7 n \ i

\k=l /
it follows that ||x( — x||p — » 0 as I —> co.

Taking into account that any finite dimensional vector space X  is isomor­
phic to K" (the isomorphism is x  1— ► (£1,^2,• •••>61), where x — 
and {ejt}i<k<n  is a fixed basis of the n-dimensional vector space X )  we may 
conclude that (X, || • ||p ) is Banach, where

2. Bounded numerical sequences spaces. Let I* the set of bounded 
sequences x — (£n )neN in K. With the usual sum and product for sequences, 
I* is a vector space over K. We define on the mapping x  t— > ||x||,

Ikll =sup |C„| 
neN

which, clearly is a norm on Let us denote by CK the linear subspace 
of containing all convergent sequences, the linear subspace of of 
sequences coverging to zero (which is still a linear subspace of CR), S0 0  the 
linear subspace of 1% of all sequences which are zero, except a finite number 
of their terms (which, clearly is a subspace of and CK). Then (1%, II ■ ||), 
(CK, II ■ II), (CK> Il ' II) a i e  Banach spaces (consequently, CK is a closed subspace 
o f / r  and c£ is a closed subspace of CK ). The normed space (soo, || • ||) is not 
Banach, and it is dense in c£, =  c^.

Let us prove first that (Zg?, || • ||) is Banach. Let (xn )n be a Cauchy sequence 
in GK , II ' II), æn =  (d n ) )*>i- Fix k G N ; then

^ n ) - d m ) |< l l æ n - x m | | — 0,

as n, m  —+ 00, so (Cr'^)n>i is a Cauchy sequence in K. Since K is complete, 
for each k G N, there is a (unique) number with
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Denoting by x the sequence (£*)* we will show that x  G 1%. Clearly, as each 
Cauchy sequence is bounded, there is a positive a > 0 such that ||Xn||oo < Q , 
Vn G N. Then,

|cln ) | < a , Vn G N, VA: G N 

Thus,
l£d =  lim |e<n ) | < Q , Vfc G N,

that is, x G I*. It remains to show that ||x„ — x|| — ♦ 0, as n —♦ oo. Fix 
ê > 0, and pick ne so n ,m  > n£ implies ||x„ — x,„|| < e/2. Then,

idn )-d m)i< |. Mz

Fix k arbitrary and fix also n  > n(e), in the above inequality. As m —> oo, 
we have

ld n ) - ^ l < | . V f c G N ,  Vn > n(e)
z

Consequently,

II A, -  x|| =sup |C* ° -  C*l < I  < £> > »‘(e)
k 2

In order to prove that (c^, || ||) (respectively (eg, ||-||)) is Banach we shall show 
that Cg, (respectively Cg) is a closed subspace of || • ||). Consequently, 
let us start with x = (£*)* G ck and prove that x is Cauchy in K, thus 
convergent. Pick the sequence (xn )„ C Cg, where xn — > x. It follows, given 
e > 0 there is n(t) G N so that V n > n(£ ) and VA: G N

id’” -  SI < x •J
As x„(£) is Cauchy, there is fc(e) G N as VA:, I > k(s), |C*"^ — < s/3.
Then, for A:, I > A:(e) we have

is - si < is -  d""” i 1 id""” -  d"""i + id""” - si < e
Similarly, we prove that = Cg. Given x =  (Ct)* € Cg, we pick a sequence 

(x,>)n C <g, where xn — » x. It follows, given e > 0 there is n(e) G N so that 
V n. > n(e) and VA: G N,

ld"’ -s i<  5 Z
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As z„(6) is convergent to  zero, there is fc(f) e  N such that foi each k  > A ;

ie?“ ” i < : /2

Then, for k > k(e) we have

i€*i<isf* -ä " (£),i+ icr (£,,i< -
thus, the sequence x  =  (£fc)fc converges to  zero.

Further we find a Cauchy sequence in that does not converge in s ,, 
Let us take the sequence x n  — (£* )* wheie

c(«‘) _ f .J, k  <  “

( 0 A > u

and notice that for arb itrary  in > n,

x ,n  -  x.„ = (0 ,0 , . . . ,0 ,1 /2 " “ ,..., 1 /2’" ,0 ...), so ||x,„ -  J ,J | =  1 /2 "“

thus (x„)„ is Cauchy in s1JO Suppose th a t  ||x„ -  x|| — » U. foi some ./ -  
-  ( G , - , ^ . o , . . j .  Then, for each n  > k

. 1 1 1 , 1  1
X ,‘ J “ '2 S 1? 22 ..... 2* ” 2'1”  •_>’> °  J

so ||x„ x|| 1 /2 k 1 1 . and as u -■» ou, lini | | x j  |. '  1 /2 * 11 (one coni i adi- ;
•|xr, — x|| ■■-+ I), as n -+ oo).

Finally, we have to prove that — c£ Let x  o<- in . k x  — (4*. n 1 \ en 
s >  0, it is enough to pick z  ( so tnst ||x - J |l <  - As lim l', - 0  v - f in d  

A
A (s ) so that k > k ( t ) ,  |4 * | <  * /2. Set x 0. i t t h a t  b e lo n g s  io

Then

||x -  x|| | |(0 ,.. 0,<*( e ) (  I, ...,<fc...)|| -  snp |4J
k>k(e) I I

3 spaces, l^et p  F (1, oo) be. Further we will considei the -ei of <J1 / 
absolutely suniinal>|e H  meiical sequences ie  /?' -  (((„h, |C  IK| S , j;, |*' 
is convergent}. I n<L’i the usual addition and scalar multiplication i.~ s

3b
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vector space (the fact that the sum of two sequences in Zg is still in Z£ follows 
from the Minkowski’s inequality). The mapping

is a norm on Zg , denoted by || • ||p . The first two properties of the norm are 
immediate, and ||(£n )n >i + (rçn )n>i||P < ||(&,)„>i ||P +  ||fan)n>i||P results from 
the Minkowski’s inequality.

Moreover, (Zg, || • ||p ) is Banach. In order to prove that, we take an ar­
bitrary Cauchy sequence (xn )n in Zg, x n  = (£*"))*. For any fixed natural 
fc,

ld n) -  d m ) | < Ikn -  æmllp — ♦ 0 as n ,m  -> oo

so, *s  a  Cauchy sequence in K. Since K is complete, for each k there 
is a number with

We notice first that the numerical sequence x = (£*,)* belongs to Zg. Indeed, 
since (xn )n is Cauchy, it is also boimded, thus there is a positive a > 0, such 
that m

|eln ) |p < a p , V zi,m eN
t . - i

For fixed m  G N, as n —> oo, we have
m
E ie*i’ < o’.
*=1

which proves that x  G
Thus, if we can show that ||xn — x||p — ♦ 0 as n —> oo, we can conclude 

that (lp
K , II ||p ) is Banach. Given E > 0, we find ne so n ,m  > ne implies 

ll-Tn — æm||P < e/2. Then, for each arbitrary natural Z, we have

and, as m —♦ oo,
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Fluni this inequality, as I —» oo, it results

E id”’ - a r  < *=1
£ \ ” 
2 /

which involves ||x„ — x||p < t  for each n > ne .
4. Bounded functions spaces. Given T  an arbitrary nonempty set, let 

BK(T) be the bounded functions x  : T  r—+ K . Let us define on tb’s vector 
space the real-valued mapping x  t— » ||x||«,, where

Moo =  sup |x(t)|
tc|a,b|

It is immediate that this mapping is a norm on Bn(T). We claim that 
m  II ■ Ik )  is Banach. Indeed, let (xn )n  be a Cauchy sequence. Then, 
for any fixed t G [a, ö],

|x„(t) X,„(t)| < ||xn iCmlloo * 0

as n,in  —» oo, so (x„(t))n is a Cauchy sequence in K. Since K is complete, 
for each t, there is a (unique) number, x(t) with x n (t) — ► x(t),as n —» oo. 
Clearly, as each Cauchy sequence is bounded, there is a positive a  > 0 such 
that ||xn ||oo < «*> Vn G N. Then,

|x(t)| — lim |rfc„(t)| < a , Vt C T,

thus the function x  on [a, 6] defined by

x(t) lim xn (t)

is bounded.
Let us prove that, given e > 0, we find n£ so n > nt  implies ||xn  —x||«, < c, 

that is (xn )n converges to x  in (I?K(T), || • H«,). Fix £ > 0, and pick n c so 
n ,m  > ne implies ||xn -  x^H«, < e/3. Then,

Ik -  Xn.lloo =  sup lim kn(t) -  ^n,(t)| < 
«e(o,fe| " '4O° 

< sup sup kn(t) -  Xn ,(t)| — SUp ||xn  -  Xn.ll«, < -,
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and, consequently, if n > ne ,

€ €
||x — XfJloo < ||x — Xn< Hoc 4- ||xn  — Xn , IIQO < Ô + ö < O O

We notice that (BR(N), || ■ ||OO) =  GST, || ’ II) (Example 2).
5. Continuous functions spaces. Let Cx[a,6] be the continuous func­

tions on [a, 6] (to K) with the norm

Halloo =  SUp |x(t)| 
te (a,ö)

Then, (CK[O, fc],|| • ||oo) is Banach. In order to prove that, it is enough to 
show that the subspace CK[O, 6] of (BK[°>&], II ' ||<x>) is closed. Then let (xn )n 
be a sequence in CK[Û , ]̂ which converges to x. If we can show that the 
function x is continuous on [a, Z>], we can conclude that (xn )n  converges to 
x in (C|i[a, 6], || • ||oo). We are thus left proving that x is continuous at each 
fixed t G [a, 6]. Given £ > 0 we want to find 6 > 0 so |s — t| < 6 implies 
|x(s) — x(t)| < £. Pick n£ so that ||xn< — x ^  < e/3. Since xn< is continuous 
at t, there is 6 > 0 so that |s — t| < 6 implies |xn ,(s) — xn ,(t)| < £ fö- Then 
|s — t| < <5 implies

€ 6 £ -
|x(s)-x(«)| < |x(s)-X n ,(s)| +  |x„,(s)-X „,(t)| + k n ,(O -x (t)l < ö +  ö +  ö =  £

O û  o

thus x is continuous. Usually the norm on CK[O, &], will be denoted by || • || 
instead of || • H«,.

6. spaces. Let (X , X  ,m) be a measure space and p G [1, oo). (For 
more about measure spaces one can see Appendix C.) The space ££(%) 
consists of all m-equivalence classes of A’-measurable K -functions x for which 
|x|p is integrable (has finite integral with respect to m  over X ). Two functions 
are m-equivalent if they are equal m-almost everywhere (we will denote the 
equivalence class of x by the same symbol, x). We set

||x||p =  \J  |x|p d n i j P

We shall show that (L£(X), || • Koo) is a Banach space. It is understood that 
the vector operations between the elements of L^(X) are defined pointwise: 
the sum of the equivalence classes containing x and y is the equivalence
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class containing i  4- y and similarly for the product ax. The fact that if 
x ,y  G LP (X) the sum is still in L£(X) follows from

k  + j/|p < [2 sup{|x|, |p|}]p < 2P (|x|p 4-|ÿ|p )

We have to notice that in the particular case where m  is the counting measure 
on all subsets of N , the L^-spaces can be identified with the sequence spaces 

(Example 3). In this case each equivalence class contains one element.
In order to establish that || • Hoc yields a norm on w e  shall need the 

Hôlder and Minkowski inequalities for functions. Recall us, that for p, q > 1 
such that l /p + l/< /  =  lw e  have

p q
V a ,b e K

(Example 1(1)). Suppose that x  G an<^ V € ^K> and that Ikllp o 
and ||y||g 0. The product xy  is measurable, and the above inequality with
a — Ix(t)|/||x||„ and b = |y (t)|/||y ||9 implies that

KOMI < k(*)lp . 11/0)1! 
IMIPIIÎ/II, -  PII4 <illi/ll,

Moreover, on integrating we obtain the Holder’s inequality:

y  |xy| dm  < (y  |x|p dm )p(j  |y|’ d m )’

which, in the particular case of p = q = 1/2, involves the Cauchy-Schwarz 
inequality:

\ f  x yd m \ < ( J  |x|2 d m )s(y  |y|2 d m )i

Now, we will obtain the Minkowski’s inequality,

(y  |x + y\p dm)p < (y  |x|p dm)p + (J  |j/|p dm)p

(that is ||x 4-y||p < ||x||P 4- IIPIIP)-
We have already seen that x + y G L*. Moreover,

|x 4- y\p = |x 4- 2/| • |x +  y|p 1 < |x| ■ |x 4- y|p 1 4- |p| ■ |x 4- y |p 1
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Since x + y G then x + y € since p = (j) — l)g it follows that 
I1  +  y|p 1 € Lq

K . Hence we can apply Holder’s inequality to infer that

y  kl • k  + y|p d m <  Ikllp /  |x + y|(p 1)9 dm = Ikllplk + yllp

If we treat the second term on the right similarly, we have

/  |y| • k  + y|p 1 dm < hllplk + y||p

thus, finally

y  k  + y|P dm  < y  k l • k  + y|p 1 dm  + y  |y| • k  + y|p ‘ dm

£ £ £
< ik||P Ik + yllp’ + ||y||plk + yllp’ = (Ikllp + lly UP) Ik + y||P’

If Ik +  yllp — 0, Minkowski’s inequality is trivial. If ||x +  y||p 0, we 
can divide the above inequality bÿ Ik + yllp7’; since p — p/q  =  1 we obtain 
Minkowski’s inequality.

Next, we shall prove that the normed space (L£(X), || ■ U,*,) is Banach. 
This result is known as Riesz- Fisher theorem. We will show that each 
absolutely convergent series of elements in is convergent to an element 
in L£(X) (Proposition 2.1.2). Let (xn )n  be a sequence in such that

Iknllp — a  < °° • We define the sequence of functions (yn )n by

y„(0 = £  k*(0l
*=i

By Minkowski’s inequality, we have

llynllp < £  Iknllp
fc=l

so, it follows that
y (y„)p dm < a p

Given t G X, the increasing sequence (yn (t))n C R j U {oo} has a limit in 
Ri U {oo}, denoted further by y(t). Since

OO
52 kn(0l = y(0
n —1
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the function on X  to R + U{oo}, t i— > y(t) is measurable. By Fatou’s lemma, 
we obtain

y  i f  d m  < a p

so yp is m-integrable, and consequently y is m-finite almost everywhere. Since 
the functions series J2æi x n(t) is m-almost everywhere absolutely convergent, 
it results that the series 52^21 ^«(0 is m-almost everywhere convergent; de­
note its sum (when the series is convergent) by s(t). Let us denote by A the 
set of all t G X  with y(t) — oo and define a function on X  as follows: s(t) =  0 
if t G A, and, otherwise s(t) — x n(t)- Hence we obtain a function s from 
X  to R with the property that m-almost everywhere, s(i) =lim 521* i ætW- 
Clearly, since s is y-almost everywhere the limit of a sequence of measurable 
functions is itself measurable. By the inequality

I 1it=i
as n > oo, we obtain that |s(t)| < r/(t), so we can conclude s G L^(X). 

By taking into account that

I -  »wi < s w r .
k=l

the function 2p [p(t)]p is integrable and that | 52k=i x k(t) — s(t)| — » 0 m- 
almost everywhere, one can use the Dominated convergence theorem to infer

[  I -  s ( t) |p d m — > 0,
J  k=l

so, equivalently, || J2"= i x k — slip — ► 0, as n —» oo. This proves that, the series 
52n>i x n converges to s in the norm of L^(X).

2.3 Finite dimensionai normed spaces

2.3 .1  T h e  eq u ivalen ce o f  th e  norm s
The next result shows that all nouns on a finite dimensional vector space are 
equivalent, consequently, the norm topologies coincide.
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Theorem 2.3.1 Let X be a vector space over the field IK of finite dimension, 
dirnK X — n < oo and an algebraic basis of X . Then,
1) 'The real-valued mapping on X , x  i—-+ ||x||2, where for x —

is a norm on X .
2) Any other norm on X  is equivalent to || • ||2 .

Proof. 1) It follows immediately from Minkowski’s inequality, (2.2, Ex­
ample 1, (3)).

2) Let II • II be an other nt .to on X . Then, for an arbitrary x — Ș2"=1 €>e j> 
we have with the properties of the norm and Hôlder’ s inequality,

lkll = llÈ « A ll< Ê fe lfe ll<
J=1 j=l

Thus, we have only to see that there exists ß  > 0 such that ||x||2 < /3||x||, 
Vx € X. Suppose otherwise, so, for each ß > 0, there exists Xp € X , with 
| |x j2  > Ẑ lk'tflli in particular, for every positive integer m, 3xm  € X, with 
||x'r„||2 > m||xm ||. Let us consider the sequence (ym )m>i, where

y„t =

We remark that ||y,„||2 =  1 and ||i/m || < 1/m, Vm > 1. Every ym  can be 
written as

è  'b'm >cJ’ V m e N

>=i
For an arbitrary fixed j  € {1,2,....,n}, from

=  lkn ||2  =  l ,V m € N
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it follows that the numerical sequence is bounded. As every boun­
ded numerical sequence has a convergent subsequence, we may conclude, by a 
diagonal procedure, that for Vj G {1,2, , there exists a convergent sub­
sequence of denoted for simplicity, (qj"^)m , qj”“> — > q,. Further,
we define in K the sequence (zm )m >i, 

J= I

and the element n
2 = E^eJ

7=1
Clearly, ||z||2 =  1, since (zrn)m >i is a subsequence of (ym )m >i, thus

(
n \  2

EH"0!2) =
J= I  /

/ n \ 2 / n \ 2
= E H m lq ^ l 2 -  E N 2 - W b  

\j=i /  V=i /
On the other hand, for an arbitrary m  G N ,

IN < II* -  *JI + IWI = Il Ë fe  * + IWI <
7=1

As m  —+ oo, one obtains that ||21| =  0, so z — 0, which contradicts ||z||2 =  1.
It follows that there exists ß  > 0 such that ||x||2 < ilk'll, 

therefore every norm on X  is equivalent to j| ■ ||2-

Corollary 2.3.1 Every finite dimensional normed space (X, || ■ ||) is a Eu­
nuch space.

46
https://biblioteca-digitala.ro / https://unibuc.ro



Proof. Let {e*}i<*<n an algebraic basis of X . Since the norm || ■ || is 
equivalent to || ||2 , it is enough to prove that the space is complete under the 
metric defined by the norm || • ||2 . Take an arbitrary Cauchy sequence, (xm )m ; 
each x m  is written uniquely as 127=1 F°r  every j  € {1,2....... n}, the
sequence is Cauchy, as it results from

l€>fc) - € jm )l < Ik* - z m ||2

Then, as (K, | - |) is complete, there exists E K, =lim ■ Let us 
define x  — JZjLi and prove that x m  — » x. Since (xm )m  is Cauchy, it 
results for any £ > 0, 3m£ € N, such that Vk,m  > m e , ||x* — xm ||2 =  
— — fj"^]2)1/2 < E/2. If we fix an arbitrary rn > m£ and we pass
to the limit with respect to k in the previous inequality, we get that 

(E ie y ’ -e , i ! )l / ! < * /2 < £ , Vrn > m£ ,

so, ||x„, — x||2 < £, Vm > m£ . We have shown that (a;„,)m  is convergent.

Corollary 2.3.2 Each finite dimensional subspace Y of a normed space 
(X, || • II) is closed.

Proof. By Corollary 2.3.1, the normed space (Y, || • ||) is Banach. Let y 
be in the closure of Y, so there exists a sequence (yn )n C Y, converging to 
y. The sequence (y„)n  is Cauchy in the complete space Y , thus there exists 
z E Y, the limit of the sequence (yn )n - By the uniqueness of the limit (in 
Hausdorff spaces) it results that z — y E Y.

2.3 .2  C om p act se ts  in fin ite  d im en sion a l norm ed  
sp aces

Here we will see that in finite dimensional vector spaces the compact sets are 
exactly the bounded closed sets.

Lemma 2.3.1 Let (X, || ■ ||) be a normed space and Y a closed proper subspa, < 
of X  (Y Ç. X). Then, for every £ > 0 there is an element xe in X  \  Y  such 
that ||x£ || = 1 and ||.r£ — //|| > 1 — £, Vy E Y.
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Proof. Take an t  > 0, (e < 1). Since Y  Ç. X , there exists x  G X  \  1 
Denote by d the distance fiom x  to Y, which, since Y  is closed, is strictly 
positive, thus, d —inf ||.T — y|| > 0. As d < d(l -J- e), there is an element i/ti
y£ G Y  such that d < ||x — y£ || < d(l +  c). Defining x£ as

x‘ = F A S  ' (x ~
we claim that x e X  \  Y Otherwise, if xe G X  \  Y , it follows »hat

x x£ ||x - ^ |i  +  y£ G Y,

which contradicts the choice of x  G X  \  Y.
In addition ||xe || =  1, and, for an arbitrary y G Y we have

=  F4/.IÏ 111 d >  <t(i +7j " = ' 1 £

Theorem 2.3.2 ( The R iesz  theorem) Let (X, || ■ ||) be a normed space over 
the fit Id K. Hie followmy are equivalent
(1) X  is finite dimensional;
(2) Every bounded closed subset of X  is compact

Proof. (1) -4- (2) Suppose that th«, dimension of X  is u and consider 
{e*}i<*sn an arbitrary basis ot X  Let A be a bounded closed subset of X  
and (xm )m a sequence of elements in A. Since || || ~  || • ||z, >t follows that 
there exists >. > 0 such that ||xm ||2 < a  Vm G N. Each x vt — 
and, from 

z v 1/  n \  2
l€?rt)(<  E l ^ l 2 = I M |2 < a , VmGN 

\«=1 /
it results that the sequence is bounded for every i = 1, 2 ,.. , n, there
fore it has a convergent subsequence (i =  1,2, Then, by a diagonal 
procedure we obtain a subsequence (zm)m  of (rm )„, , where z,n —
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and — ♦ 7,, as m  —* exo, i =  1,2,
that Zm--- ♦ z. Indeed, 

n. Setting z — 52il=i7»e «> w e  have

a s m -*  oo. Moreover, because A is closed, z E A. Therefore we have proven 
that A is compact, since we have shown that every sequence of elements of 
A contains a convergent subsequence.

(2) => (1) Suppose that X  is not finite dimensional. Take an arbitrary 
X] E X , Xj 0 and let Y\ denote the linear subspace spanned by Xi. The 
subspace Yi is finite dimensional; by the Corollary 2.3.2 it results that Y\ ;s 
closed. As X  is not finite dimensional, Yj X . Then, by the previous lemma 
3x2 £ Yi, ||x2 || =  1, ||x2 -  y|| > 1/2, Vy E Yf, in particular, ||x2 -  Xj|| > 
> 1/2. Further, let F2 the linear subspace spanned by {xi,x2}. With similar 
arguments as above, 3æ3 V2, — 1, ||^3 — y|| > 1/2, Vy € F2; in
particular, ||x3 — x j| > 1/2, i — 1,2. Continuing this process, by induction, 
we obtain a sequence (xm )rn in X  such that ||xm || =  1 and ||xm  — xfc|| > 1/2, 
V/n, k E N. It follows that the closed unit ball B (l) contains a sequence 
which has no convergent subsequences, so there exists a bounded closed set 
(B(l)) which is not compact (one contradicts 2)).

Corollary 2.3.3 Let (X, || • ||) be a normed space over the field IK such that 
the closed unit ball of X  is compact. Then, X  is finite dimensional.

Proof. Let A be a bounded closed subset of X . Then, 3a > 0 such that 
||x|| < a, Vx E .4, or, equivalently, 1 /a  A C B(l). It results that 1 /a  A is 
compact, since it is a closed subset of the compact set B(l). As the mapping 
x »— » 1 /a  • x is an homeomorphism on X , we have that A is compact too. 
By the Riesz theorem, it results that X  is finite dimensional.

We will end this section with an application, an approximation restilt in 
normed space.

Proposition 2.3.1 Let (A', || • ||) be a normed space over the field K and Y  
a finite dimensional subspace of X . Then, for every x E X , there exists an 
element yx  E Y such that

d (x ,Y ) = | | x - y x ||, 

(yx  is called the closest element to x in Y).
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Proof. Let us denote by d — d (x ,Y )  (which is inf ||x -  y||). Then, for ye Y
every n G N, there exists yn G Y  such that d < ||x — yn || < d 4- 1/n. Then, 
as K is closed in X  (Corollary 2.3.2), it follows that A, the closure of the 
set {yn  I n G N} is still in Y . In addition, A is bounded. Since Y  is finite 
dimensional, by the Riesz theorem, it follows that A  is compact, thus each 
sequence in A has a convergent subsequence, in particular (yn )n- Then, there 
exists a convergent subsequence (yn k )k of (j/n)n- Let us denote its Emit by yx -, 
clearly, since A  is closed yx  G A C Y. By

d < ||x -  j/nJI < d + —

it follows, as k —► oo, that d =  ||x — yx ||.

Example. Consider the normed space (CK[Û,/>], || • H«,) and the subspace of 
CK [a, 6] of all polynomials of degree less than n, 'PT;[a, &]. Clearly, P n [a, 6] is 
finite dimensional (a basis for it is {1, t, t2 , .... £"}). By the above proposition, 
for every continuous function x  G t>], there exists a polynomial

fc=l

where A ^ G K, k = 1,2, such that

inf h - è A ^ U ^ h - È A ^ U  
A2,...,A„ FC=1

2.4 Exercises
1. Prove that the closure of every bounded set in a normed space is still 
bounded.

2. Let X  be a normed space and (xn )n a sequence in X  converging to zero. 
Then, there is a sequence (/'„)„ in K such that |yn | — > oo and lin x n — » 0.

3. Let (Xj, II • ||j), j  — 1 ,2 ,...,m  be normed spaces and X  = fly i Xj
their normed product space (||(xi, 
the norm of X , is equivalent to

max ||xJ|,). Show that 
j= l,2 ,...,m  " 3  " 3 '
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where p € [1, oo).
4. A normed space A' admits a topological (Schauder) basis if there is 

a sequence (x„)„ C A (called topological basis of X  or Schauder basis) such 
that each x € X  can be written uniquely as x — 52X1 a nx n, where a n € K. 
Show that (e„)„ (where e„ =  (^* ̂ )*>i) is a  topological basis in p € [l,oo).

5. Show that c£ and CR admit topological bases.
6. Show that CK([0, 1]) admits a topological basis.
7. Each normed space admitting a topological basis is separable.
8. Show that B&(T) is separable if and only if T  is finite. In particular, 
is not separable.
9. Prove that each linear subspace of a separable normed space is sepa­

rable.
10. a) Show that the real valued mapping

(6 ,6 ,- ,6 .)^  ||(6,6,--6)1100,
where

11(6,6,-,6)lloo = n?ax |C.| l<t<n
is a norm on Kn .

b) The real-valued mapping

11(6,6,- ->6)IIP
is decreasing on [l,oo) and

inf 4 11(6,6,-,6)1  ̂-Jim. ||(6,6,-,6)IIP - 11(6,6,-,6)l|oo

11. Show that is a linear subspace of which is not closed; its closure
111 *s  CK-

12. Let 1 < p < </ < oo be. Show that Z£ C , II ’ lip — II ’ II« and the 
subspace /'K is not closed in 1̂ .
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Chapter 3

Bounded operators on Banach 
spaces

3.1 The normed space B(X, Y)
Next, X  and Y  are two normed spaces, over the same field K . We use the 
same symbol, || • ||, for the norm of X  and of Y .

Definition. Let (X, || • ||) and (Y, || ■ ||) be two normed spaces. A mapping 
T  : X  — ♦ Y  is said to be bounded if and only if there is M  > 0 so that

||T(x)|| < Ai |M , V zG X

Proposition 3.1.1 Let T  be a linear operator between two normed spaces 
(X, || • II) and ( / ,  II • II). The following are equivalent:
(1) The mapping T  is continuous on X ;
(2) The mapping T  is continuous at zero;
(3) The mapping T  is bounded.

Proof. As (1) =i> (2) is clear, let us begin with the converse implication
Take an arbitrary x o G X. Given e > 0 there is 6e > 0 such that ||u|| < <5£ 
implies ||7’’(rz) || < e. Setting here u = x — x o and using the linearity of T  one 
obtains that for given E > 0 there is 6£ > 0 such that ||x — xo || < 6e implies 
||7’(x) — 7'(Xo)|| < e > 8 0  1 is continuous at x o .

Suppose further that T  is continuous at zero ((2)) and that it is not 
bounded. Then, for each positive integer m there is x,n G X so that
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||7 '(xm )|| >  m ||x m ||. The sequence (t/,„)m  defined by

1
y ,n  ~~H ÏÎ ■Cm

converges clearly to zero and ||7’(#m )|| >  1, which contradicts the continuity 
of T  a t zero. Thus we have seen th a t (2) -> (3). The implication (3) =>•(!) 
is obvious.

Notation. The set of all bounded linear operator between two normed 
spaces (X , II • II) and (Y, || • ||) will be denoted by B ( X : Y ), and if X  — Y, 
B (X ). In the particular case of (Y, || • ||) =  (K, | • |), so the bounded linear 
operators are bounded linear functionals, the space B(X , Y) will be denoted 
by X* (X* is called the dual of the normed space (X, || • ||)).

R em a rk . The set B (X , Y )  is dearly  a subspace of £ (A , Y).

P r o p o s it io n  3 .1 .2  The. real mapping on B (X , Y ) , i' i— > ||T ||, defined by

Hï’ll =  sup ||T (x)||

is a norm on B (X , Y).

P r o o f. Since T  is bounded, we have th a t the set (of positive reals) 
{ ||T(x)|) I ||x || <  1} is upper bounded, so the m apping is well defined. If 
||7'|| — 0, then, for every x  -f Ü, 7’(( 1 / ||x ||) x) — 0. thus T (x) — 0. It follows 
7' =  (J. If 7 ’i, T-i G B(X, Y) and ||J;|| <  1, we have

ll(7’i + 7 ’2 )(X)|| -  ||7’i(x) +  7 2 (x)|| <  ||'A (x)|| +  ||72 (J;)|| <  P'.H +  ||7 2 ||

thus,
||7'I + 7 2 | | < | | / 1 || H |7 2 ||

For arb itrary  o  G IK and 7 G B(X, Y), by

ll“ 7'|| =  sup ||(O7')(J ;)|| =  sup |a | • ||7’(x)|| =  |a | sup ||T’(a;)|| 
||«I|<1 M <i

it follows tha t
11*7’11 =  |a |  ■ ||7’||
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R em arks. 1. Next, always the vector space B ( X ,Y )  will be endowed with 
the above norm, called the operator norm.

2. By the definition of the norm on B ( X ,Y ) ,  it results tha t for 7' G 
G B ( X ,Y ) ,

||T (x)|| <  ||7'|| • ||x ||, VX G X

P ro p o sitio n  3 .1 .3  Let T  be in  B ( X ,Y ) .  Then

||7’|| =  inf {M  > 0 I ||7’(x)|| <  A /||x ||, Vx G X} =

=  sup ||T (x)|| =  sup ||7 '(x)|| =sup
||x||= l ||x ||< l x / °  l lJ 'll

P roof. Let us denote by

117'11!= sup ||71(x )||, ||7’||2 =  sup ||7’(x)||, 
11*11=1 j|x||< l

||7’||3 =  inf {M  >  0 I ||T (x)|| <  A /||x ||, Vx G X} and ||7’||4 = sup 
x /0  IW l

Clearly, ||7’H » <  ||7Ï| and ||T ||2 <  ||T ||.
Let x be arb itrary  in X  with ||x|| < 1. Since ||n /(n  +  l)x || <  1 we have 

th a t 
( < n  \

II <  ||7’||2

It follows that
||7’x|| <  — 1|7’||2 , Vn G N

which implies ||7'|| =  ||T ||2
Now we check th a t ||T ||3 <  ||7’||j. For every x Ü, since the norm of 

x / ||x || is 1, we have

( J* \ M i )  11 -  l | T | l ‘

thus ||7’x|| < ||7’||i ||x ||,  so ||7'||3 < ||7’||i. Further, if x is in X , with ||x(| =  1, 
||7’æ|| <  M , thus ||7’||] < ||7n||3 . We have proven tha t ||7’||3 =  ||7'||j.

If ||x|| <  1, we can conclude similarly th a t ||7’|| <  ||7’||3 =  ll /'Hp
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In addition, by ||7’a;|| <  ||7 '||4 ||x ||, it follows th a t ||T||3 <  ||7'||4. As obvi­
ously ||T ||4 <  ||T ||) , we have checked all the equalities.

E x a m p le s . 1. Let M a  be the operator on CK ([0, 1]) defined by

AfQ (x) =  a ( t )  • x(t),

where a  g  C/<([0,1]). Clearly, M a  is linear and, since for every x  €  C x([0 ,l]),

||AfQ (a:)|| =  sup |a ( t)  • x (0 | <  ||a || • ||x ||, 
te|o,i|

bounded. Thus, M a  E ß (C K ([0 ,1])). Moreover, | |M a || <  ||a ||. On the other 
hand, as the norm of the function x o on [0,1] defined by x o (t) — 1, Vt g  [0 ,1 ] 
is equal to  one, we have

IIM a \\ = sup ||M Q (x)|| >  ||M Q (XO)|| =  sup |a ( t) | =  ||a || 
M<1 te|o,i|

It follows tha t ||AfQ || =  ||Q ||.
2. Suppose th a t (An )n  is in /g* and define the m apping T  on by

'/’(« „ )„ ) =  (A„£n )„

We notice th a t for each x  = (£n )n  E the sequence (An £n )n  is also p- 
summable, since

(
 OO \ p
Z |A n € n |P <(SUP |A„|) ||(G )n|| 
n=l /  "

It. follows th a t the operator T  E an<^ Ill’ll —SUP l-^nl- Moreover, for 
n

every n, pick in the sequence en  — (6* )*, which, obviously has ||en || =  1. 
Then,

||T || =  suP  ||T (x)|| >  ||7’(en )ll =  |A„|, 
M <i

therefore ||7’|| < sup  |An |. We have shown tha t 
n

l|7'|| = sup  |A„| n

3. On 1]) define the m apping x  ।— ♦ T x , with

7T’(s) =  [  l)x ( l)  dt, Vs g [0,1], 
Jo
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where k € C«(|ü, 1] x [0,1]). It is easy to see that

TX G CK ([0,1]), VX €C K ([0,1])

We shall show that T  € F(CK ([0,1])) and

11̂11 =  SUP /  |k (M )|d t 
J6|O,I ) JO

(The operator T  is called the integral operator of kernel k).
As the linearity of T  is immediate, let us check its continuity. For each 

x  G CK ([0,1]),

||Tx|| = sup |Tx(s)| < sup /  |fc(s,t)| • |x(<)| dt < ||x||- sup /  |fc(a, t)| dt, 
«e|o,i| «efo,i| Jo «e(o,i| Jo

thus T  € ß(CK ([0,1])) and

||T|| < sup f l f c M I d t  
«e(o,i) Jo

In order to compute the norm of the operator T, we notice that the function 
t I—+ |Â:(s, t)| dt is continue on [0,1], so there exists so G [0,1] such that

sup i  |fc(s,i)|dt — /  |A:(so , t) |d t  
«€(0,1) Jo Jo

Let f o be the function on [0,1] defined by / o (t) =  sign k(so ,t) (where, as 
usually, for a real number a, sign a =  1,0, respectively — 1 if a > 0, — 0, 
respectively < 0). This function is measurable, thus, by Luzin’s Theorem 
(Appendix C), for every e > 0, there is a continuous real function, gc on [0,1] 
such that the measure of the set {t € [0,1] | f o (t) t/£ (<)} >s less than £ ; 
moreover can be chosen such that

IM  < sup |/ o (t)| = i 
te|o,i)

It follows that we can obtain a sequence (<?n )n C CK([0, 1]) such that, for each 
n, the measure of the set An = {t € [0,1] | / o(t) 5n(t)} >s less than 1/n
and lihnii < 1- We claim

[  |A:(so ,t) |d t  =lim [  k(so , t)gn (t) dt
Jo n Jo
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as it. results from

/  fc(so ,Z )/0 (Z )d t -  /  À:(so , t ) ^ l ( 0 d t  <  [  |A:(so > Z)| ■ - / o ( t ) |d t  <
Jo Jo Jo

< f  l ^ o .O l  ■ (l«n(OI I l-M ODdt < 2 su p  |l '(s 0 , t ) | • - — >0 
JAn te[o,i| n

Then, since

T g M  < \Tgn (so )\ < ||7 ^ n || <  ||T || • ||P n || <  ||T ||,

we have

/  |fc(so , t ) |d t  -lim I À:(so , /)</,,(/) d t = lim  7'gn (so ) <  ||T|| 
'o n  'o n

T h e o re m  3 .1 .1  I f  Y  is a Banach space, B ( X ,Y )  is a Banach space.

P ro o f . Let (Tn )n C B (X , P ) be a Cauchy sequence. We m ust prove th a t 
there is a bounded linear operator T  so th a t ||7’n  — T || — » 0. Since for each 
arbitrary  x  G X ,

||Tn x -  T,„x|| <  ||7’„ -  7’„,H • ||x ||, Yn, m  G N

it results th a t (Tn x )u  is a Cauchy sequence in Y ,  Vx G X . As Y  is complete, 
(71„x)n  converges to a (unique) element y  G Y. Define T x  = y. It is easy to 
check th a t T  is a linear operator:

T (a x  + 0y) — lim 7 ’n (a x  4- By) =  lim (aT n x  4- 0T n v) =

= a  lim Tn x  4- 0  lim / n w — a T x  4- 0'1'y, Ya, 0  G K  , x, y  G X  n - »oo n
Since (7’n )n is a Cauchy sequence in B (X , Y ) , it is bounded, thus, there is 
AZ > 0 so tha t ||7),|| < AZ, Yn. As, for each x  G X , HT’næH <  ||Tn || • ||x ||, we 
have

||7'.r|| =  lim ||7n z || <  A /||z ||,

so / ' G B (X ,Y ) .  We must still show th a t T„ — -+ 7’ in the operator norm. 
Given e > 0, there is n e so tha t n ,m  >  iie implies (|7J, — 7’m || <  e. As for 
arbitrary  x  in X  we have

| |7 ; ,x -  Zm x|| <  ||7’n  — 7̂ ,11 • ||x||
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it follows that n ,m >  ne implies

||7'„x -  Tm x|| < £ ■ ||x||, Va: e  X

For fixed n > n£ , as m  —* oo the previous inequality becomes

||T„x — Tx|| < £ ■ ||x ||, Vx e  X

which implies
||T„ -  T\\ < e, V n > n e

therefore Tn — ♦ 7' in B(X, Y).
In addition, as the norm mapping is continuous on B(X, Y), we have that 

ll^ll —  t i n

Remark. One can show whenever B(X, Y ) is a Banach space, F is a Banach 
space (Exercise 3).

Corollary 3.1.1 The dual space of a normed space is a Banach space.

Proof. It follows from the previous theorem since (K,| • |) is Banach and 
X '  =  ß(X ,K )

Further, we shall state and prove the theorem concerning the extension 
by continuity.

Theorem 3.1.2 (E xtension  by c o n tin u ity ) Let (X, || • ||) be a normed 
space and X o a dense subspace of X . Suppose that T  is a bounded linear 
operator from the normed space X o to a Banach space (Y, || • ||). 'Then, T  can 
be uniquely extended to a bounded linear operator T  : X  — ♦ Y . Moreover 
u n  =  i i u

Proof. For each x € X ,  there is a sequence of elements (a;„)n in X o with 
x n  — > x  as n —+ oo. Since (x„)„ converges, it is Cauchy, so given £ > 0, we 
can find n t  so that n ,m  > nE implies ||zn — ZffJ| < £ /||7’||. Then,

||7’xn -  TXnll =  ||T(xn  -  xm )|) < ||7’|| • I l -  æmll < £

which proves that (7’a?n )n is a Cauchy sequence in Y. Since Y  is Banach, 
T x n — ♦ y for some y. Set T x  = y. We must first show that this definition is
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independent of the chosen sequence x n  — » x. Let (yn )n be an other sequence 
which converges to x. Then

0 =  T(lim (x„ -  yn )) =lim T(x„ -  yn ) =lim T x n -  lim Tyn

therefore
lim T x n  =lim Tyn n n

We show first that T  so defined is linear. Indeed for x ,y  € X , there are 
some sequences (xn )n , (yn )n  >n  Xo with xn  — > x, yn  — ♦ x  as n —» oo. Since 
x n + yn — * x  + y, we have

T(x + y) =lim T (x n  +  yn ) =lirn T x n + lim Tyn '1 x ) + f ( y )

It is also easy to check that

T(ax) = QT(X), Va G IK, x € X

Next, we shall prove that T  is bounded. For arbitrary x  G X, x  =lim xn , 
(x„)„ C X o , we have

||fx || =  H lim T(x„)|| =lim ||T(x„)|| <lim ||T|| • ||xn || =  ||7’|| • ||x||

Thus T  is boimded and ||T|| < ||T||.
Clearly, T  is an extension of T, because, for x G X o , x  =lim xn , where 

x„ — x, Vn. Then,
T x  =lim T x n — Tx  n

Now, we have to prove that T  defined above is the unique bounded linear 
extension of 7' to X . Suppose that there is an other linear operator T  on 
X  enjoying the same properties like T. For each x G X , let (xn )n be in X o , 
xn — > x. Then, as T  G B(X, T), we have

T(x) =lim T(x n ) =lim T(x„) — Tx  n n

so T  coincides to T.
In order to prove that ||7’|| = I^Jj, since we have already seen that ||T|| < 

< ||7’||, it is enough to check that ||7j| > ||7’||. As

||7’|| = sup ||7'x|| > sup ||7~’x|| =  sup ||7'x|| =  ||7’|| 
x(-X, ||I ||<1 ®eXo . II®I|<1 x(:X o , ||a ||< l

everything is proven.
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3.2 Bounded linear functionals

3.2.1 Hahn-Banach extension theorem in normed 
spaces and its consequences

Theorem 3.2.1 ( The Hahn-Banach extension  theorem in  normed spaces) 
Let (X, II • II) be a normed space and X o a subspace of X . Suppose that f  is a 
continuous linear functional on X ă . Then, f  can be extended to a continuous 
linear functional f  on X . Moreover ||/|| — ||/||.

Proof. As |/(x ) | < ll/H • ||x||, Vx E X o , and p(x) =  ||/ || • ||x|| is a 
seminorm on X , by Hahn-Banach extension theorem, we conclude that there 
is an extension f  of f  to the whole space so that |/(x ) | < ||/ || ■ ||x||, Vx G X. 
It follows that 11/II < ||/ ||. On the other hand

11/1 = sup ||/ (x ) | |>  sup | |/ (x ) ||=  sup ||/(x)|| = ll/ll 
xeX, ||®||<1 xeXo, ||ir||<l xCXo, ||a:||<l

thus ll/l = ll/ll.

Corollary 3.2.1 For every x o Q X , there is a continuous linear functional 
on X  such that f ( x o ) = ||xo || and ||/ | | — 1.

Proof. The existence of /  € X* such that / ( x o) — ||xo || and ||/ || < 1 is 
proven, by Corollary 1.3.1 and Corollary 1.3.2, where p(x) — ||x||. If we recall 
that /  is the extension of the bounded linear functional / o defined on the 
subspace of X spanned by {xo} by f o (^Xo) — A||xo ||, which whenever xo 0 
has its norm one, it follows that ||/ || = 1. If x0 = 0, everything is clear.

The next results are immediate consequences of the above corollary.

Corollary 3.2.2 Let x o be in the normed space X  (X  {0}) such that 
f ( x o ) =  0 for every f  E X*. Then x o =  0.

Corollary 3.2.3 Let X  be a normed space, X  {0} Then, X* /  {0}.

Corollary 3.2.4 I,et X  be a normed space, let Y  be a closed, linear subspace 
of X , and let x o be a point in X  that is not in Y . Let 6 = dist(xo , V')- Then, 
there is an element f  E X* such that

ll/ll = |  , /(*<>) =  1, an d f(y ) = 0, Vy E Y.
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Proof. Set Z — Sp Y  U {xo }, and define / 0 on Z  by f o (y + Axo ) — A. 
Once we have shown that f o has norm 1/6 on Z  then we can take f  to be 
any element of X* whose restriction to Z  is f o and whose norm is 1/6 (such 
extension exists by Hahn-Banach theorem). Now,

111/ + Axo || =  IA| • ||xo -  —-j/|| > IA| • 6 =  6 • \fo (y + Axo)| A
thus, ll/JI < 1/6. On the other hand, there is a sequence (yn )n C Y  so that 
||æo -  ’M II — * & Then,

( I“ ’  - z “ “ 11 i r â î (*° ’  = 1 Vn’
SO

IIAII =  sup |/(z ) | > |/ (  1 , (x0 -  yn )\ = * — ♦ I
| |z | |< l  llæo Z/n II IF O l /n || *

It follows that ||/o || — 1/6.
Next we describe the duals of the Banach spaces 1%, p >  1-

Example. If p > 1 the space (Z0‘ is isometrically isomorphic to Ẑ  (where 
q is the conjugate of p, 1/p + 1/q =  1). The dual space of Ẑ  is isometrically 
isomorphic to

In order to prove the above assertions, we first remark that for each 
x — (6t)t € Zfc (p > 1), the series J2n>i Cr>en is convergent in Z£ and its 
sum is I  (where, for each n, en  is the element in Z£ defined by en = (6^^)*, 
6["̂  =  0, if k n and 6^"J =  1 if k = n). Now, if f  G (Z£)*, we have

oo 
/ ( & ) * )  =  £ G / ( e n )  

n = l

Let us denote by y/ the numerical sequence (pn )n where r/n  = f(e n ), Vn and 
to show that if p > 1, y t  G Ẑ  and if p = 1, yj E l^ .

Take first the case p > 1. For each n, let x n be the numerical sequence

* n  =  (1’711" 2 ’/ l d ’/2 |"  I’/n l"  , 0, 0, ..., 0, ...)

Clearly, x„ G a n c i
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so, it follows that

£  w ’ =/<!,.)< un • h,. II = 11/11 (£  w  
Jt=l \Jt=l

and, finally, after a division,

Hence, we can conclude that yj € Ẑ  an<  ̂ ||z//|| — ll/ll- We also notice that, 
by the Holder’s inequality it follows

oo
l/« l = l E ^ l <

n = l

thus ||y / || = ll/ll.
If p — 1, let x n  be the numerical sequence 

x n = sign 1lk')k,

(where sign yk = 1,0, respectively — 1 if i)k > 0, — 0, respectively < 0). 
Clearly, x n € I* and ||xn || < 1. Taking into account that /  G (I JJ*, we 
obtain

M  = f M <  ll/ll - I M <  ll/ll
so yj € and ||y /|| < ||/ ||. In addition,

OO / oo \
l/(æ)l < E  16^.1 < l/J J I  = E  16.1 II1//II = IM  • Ikll 

n=l \n=l )
thus ll/ll =  ||y / ||.

We have proven that the mapping from (/{J* onto ZjJ (respectively 
from (Zjj* onto defined by ^(Z) = yj is an isometric isomorphism.

3.2.2 The canonical embedding of a normed space into 
its bidual. Reflexive Banach spaces

Given a normed space (X, || • ||) we form the Banach dual space X* and, 
by iteration, we obtain the bidual space X “ . It consists, of course, of all
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bounded linear functionals on X*. For each fixed x E X  define x (/) to be 
/(x ) for all f  E X*. It is clear that x  is a linear functional on X * , and since

|£(/)| = |/(x)| < ll/ll • M

we see that x E X ” . Hence we can define a map </> : X  — * X** by letting 
</>(x) — x.

Proposition 3.2.1 The mapping </> : X  — » X** defined by <j)(x) — x  is an 
isometric isomorphism from X  onto a linear subspace of X**.

Proof. It is enough to check that ||x|| =  ||x||. We have already seen that 
11*11 < Ikll- On the other hand, by Corollary 3.2.1, there is f o E X* so that 
||/o || =  1 and fo(x') = ||x||. It follows that

11*11 =  sup |x (/) | > |x (/0)| =  | / o (x)| =  ||x|| 
II/II<1

thus we conclude that ||x|| =  ||x||.

Definition. The isometric isomorphism </> from X  onto a linear subspace 
X** defined by </>(x) =  x  is called the canonical embedding of X  into X**.

Remark. We often identify X  with its image tn X**, </)(X) = {x | x € X }.

Definition. A normed space is said to be a reflexive normed space if the 
canonical embedding maps the space onto its bidual.

Example. The spaces ZR , p > 1 are reflexive. Indeed, let be the canonical 
isometric isomorphism from (I*)* onto l^ and <I> be the canonical isometric 
isomorphism from (ZR)* onto ZR (see Example in 3.2.1). It follows that, for 
x = (&)fc G Z£ and y =  (%)* G lq

K ,
oo

*  *(y)(*) =  $ - 1 (y)(*) =
n = l

Let x“  G (ZR)” ; we have to prove that there is an element x G ZR so that 
x (/) =  x” , V/ G (ZR)*. We set

x — # (x”  o ‘)

It follows that
$ - 1 (*)(y) =  «‘’ ( ^ ’(î/)), V?7 e  IK ,
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thus, for each f  € (/£)*,
oo

x” ( /)  =  x*‘(4» ‘(j/)) =  0». *(j/)(x) -  = /(x )  =  £(/)•
n = l

The next proposition, will enable us to prove that is not a reflexive 
Banach space.

Proposition 3.2.2 Let (X, || • ||) be a normed space.
1) I f X* is separable, then X  is separable;
2) I f X  is separable and reflexive, then X* is separable.

Proof. 1) Let ( /n )n  he a countable dense subset of X . Since

ll/n ||= su p  |/„(x)|, 
||z||=l

we can pick x n E X  with ||xn || =  1 and

Set X i the closure of the linear space spanned by the set {xn | n E N}. By
------ >---------------------

X i = { ^ P i x j I Pi € Q, n E N} 

J= I

(where Q is the set of the rationals), it follows that X] is separable. Let us 
prove that Xj = X. Suppose that there is x o E X  \  Xj. By Corollary 3.2.4, 
there exists f o E X* so that its restriction at Xj is zero and / o (xo) =  1. 
Then, for each n we have

|||AII < IA(x„)| = |(/„ -  A )(M  < IIA -  All

thus,
||/0 | | < | | / „ - / 0 || +  ||A II< 3 ||/n - / 0 ||

Taking into account that f o E { /n | n E N}, it follows that f o =  0, which 
contradicts f o (xo ) — 1-

2) Since X is reflexive and separable, we infer that X ‘* is separable. As 
X “  = (X ‘)‘ , applying 1) we obtain that X* is separable.
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The next example shows that there exists Banach spaces which are not ' 
reflexive.

Example. The spaces l^ and l^‘ are not reflexive.
Suppose that 1% is reflexive. Since it is also separable (a countable dense 

subset of IfQ is the set Pje j | € Q, n  G N}), it follows by the pre­
vious proposition that (1^)* is a separable space. As (/R)* is isometrically 
isomorphic to l £ , it results that l£' is separable too. But this contradicts 
the non-separability of lc£  (see Exercise 8, Ch. 3). The fact that is not 
separable can be shown directly as follows. Fist, we remark that the subset 
E  of , consisting of sequences ((n )n , with G {0,1} is not countable. 
Suppose that A is a dense subset of l^f. Then, for each x  G E, we can pick 
yx in A D B(x, 1 /2). The mapping x  i— » yx from E  to A  is injective, since, if 
Xi X2, we have that ||xj — x2 || — 1, thus yXi yXJ. Consequently, the set 
A can not be countable.

As an immediate application to the embedding of a normed space into 
its bidual one can establish the existence of a completion for each normed 
space.

Definition. Let (X, || - || ) be a normed space. A Banach space that has 
a dense, linear subspace isometrically isomorphic to (X, || ■ ||) is called a 
completion of (X, || • ||).

The existence of a completion of a normed space (X, || • ||) can be esta­
blished in several ways. The most pedestrian is to imitate the construction 
of the real numbers from the rationals, and define the completion to be the 
space of Cauchy sequences in X modulo the space of null sequences. We 
choose instead to let the completion be the closure of X embedded in its 
bidual (Banach) space X**.

Theorem 3-2.2 To each normed space(X, || • ||) there is a completion of 
(X, II • II), (X, II < II) uniquely determined up to isometric isomorphism.

Proof. Let </> be the canonical embedding of (X, || ■ ||) into X “ . Clearly, 
(X, H • II) and 0(X) are isometrically isomorphic and </>(X) is a dense linear 
subspace of its closure in (X**, || • ||). But (X ” , || ■ ||) is a Banach space. 
Hence, the closure of </»(X) is also a Banach space. It follows that </>(X) is a 
completion of (X, || • ||).
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Next we prove the uniqueness of the completion up to an isometrics iso­
morphism. If Xy and X2 arețyvo Banach spaces for which we have isome­
tric embeddings Tj : X  — ► X j, j' = 1,2, of X  as a dense subspace, then 
T =  7’2T f 1 is an isometry of/Zj(X) onto T2 (X). By Theorem 3.1.2, T  can be 
extended by continuity to À j; consequently we obtain an isometry T  of 
onto X i  (because T(X 1) is both closed and dense in Ä'2).

Example. Let us consider on the norm ||(£*)it|| =sup |£*|. We have 
k

already proven that (sM , || • ||) is not a Banach space and that sM  is a dense 
linear subspace of co (2.2, Example 2). It follows that the completion of 
(«□o, H • II) is co .

3.3 T he Baire category theorem  and its 
consequences

3.3 .1  T h e  B aire  ca teg o ry  th eorem
In Banach space theory it is of great interest to know when sets have nonemp­
ty interiors, as we shall see by proving some of the most important theorems 
about bounded operators on normed spaces.

Theorem 3.3.1 (The Baire category theorem) A complete metric space 
(X,d) (in particular a Banach space) is never the union of a countable num­
ber of nowhere dense sets.

Proof. The idea of the proof is as follows: suppose that the complete 
metric space X  = UXi with each A n nowhere dense. We will construct 
a Cauchy sequence (xm ),n which stays away from each A-., so, its limit (which 
exists in X  by completeness) is in no A n , thereby contradicting the statement 
x  = i r =1 An . _

Since Aj is nowhere dense, the closure of the set CxA\ is X , so we can 
find Xi /  A}. Then, there exists an open ball Bi about Xi with radius smaller 
than 1/2 so that Bi A A] =  0.

Since /12 is nowhere dense, and Xj G X  = C \4 2 , it follows that BjA 
r\CxAi 0, so we can find x2 G B\ \  Ä2 . Pick an open ball B2 about x2 
with radius smaller than 1/22 so that B2 A A2 = 0, B2 C B\. Proceeding
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inductively, we find x n  G Bn  i \  A> and choose an open ball Bn  about x n , 
with radius smaller than 1/2" satisfying Bn A An — 0, Bn  C Bn  P

The sequence (xn )n is a Cauchy sequence. Indeed, given £ > 0, we pick 
n£ so that 2"'-1  < £. Then, m ,n  > n e implies that x m , x n  G Bn , and we 
have

d(xm ,x„) < d(xm -  xn ,) + d(xn  -  xn .) < 2 - 2  "' =  2"* 1 < E

Now, taking into account that X  is complete, the sequence (xn )n  converges 
in X\ let

x  =lim xn n
Since X  — (JÎXi Ao there exists n 0 so that x  G Ario. By B llo A Ano = fy, it 
follows that x Bn o . On the other hand, for n > no T 1, x n  G Bno+i, so,

x —lini xn  G Br,o r1 C- BUo,

which contradicts x B,io .
The above theorem has an immediate application.
Application. Let X  be a vector space that has an infinite cormtable 

algebraic basis. Then, equipped with any norm, X  can not be a Banach 
space. Suppose that there is a norm on X, || • || so that (X, || • ||) is Banach. 
Take B = {en | n G N} a countable algebraic basis of X  and set

X n = Sp {e1 ,e2 ,...en }, Vn

Clearly, each X n  is a closed, proper, linear subspace of X  (since it is finite 
dimensional), and A' = IJ/ i Xn . By the Bane category theorem, it follows 
that we can pick no so that the interior of X„o is nonempty. So, in A' we o
have a proper linear subspace X tlo such that X,lo^  0. But, this is not possible 
because, if X r,o f  0, there is x o G Xn „ and r > 0 so that B(xo ,r) C X„o ; it 
follows that each x  in X  is in X Uu (since x 0 + (r/2 ||x ||)x G Xn o ), hence 
X„o --- X. So, once we obtained that the interior of a proper linear subspace 
of a normed space is nonempty, we reach a contradiction. The statement is 
proven.

Hence we can infer that there is no norm on soo or on the vector space of 
all polynomials on ft), 1], P ( [0,1]), so that or P ( [0,1]) be Banach spaces.
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3 .3 .2  P rin c ip le  o f  un iform  bou n d ed n ess
Theorem 3.3.2 (P r in c ip le  o f  uniform boundedness) Let (X, || ■ ||) be a 
Banach space. Let {7'Ae/ a family of bounded linear operators from X  to 
some normed linear space (Y, || • ||) such that for each x  G X , the subset o fY , 
{7](x) I i € 1} is bounded. Then, the family {T jte/ is bounded in B (X ,Y ).

Proof. For each n €  N let A, =  {x £ X  | ||Tt (x)|| < n, Vt G /}. By the 
hypothesis each x  is in some A>, that is X  — (XLi A - Moreover each A,, is 
closed since

A. =  A  «]), 
id

where gL is the continuons real-valued mapping on X , gL — || • || o By 
the Baire category theorem, some An  has a nonempty interior, i.e. 3zro so 

o o
that A  7̂  0- It follows that A„ contains the ball B(xo ,r). Given an arbitrary 
x  7̂  0, the element 

is in the ball B (xo ,r). Thus, for all x G X  and t G 1,

IIT.WII = »T. -  x.)} II = ® l||T .ta )  -T,(x.)|| <
\ r J r

< (IIT.te)ll +  llî’.(x.)ll) < i - l k l l  
r r

and we can conclude that

Remark. The proof of the above theorem strongly uses that X  is Banach. 
The following example shows that the uniform boundedness principle does 
not work when X  is not complete.

Example. Let ( fn )n be the sequence of linear functionals on sM C (Iff, || • ||) 
defined by

/ n ( ( W  =
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Clearly, each f n is in because of

I I A  ( ( & ) * )  II <  « I I & M

and for each x  =  (£*)*, the set {/n ( (£*)*) | n  € N} is bounded in K (since if 
= 0, Vfc > ko it follows that /„((&)*) =  0, Vn > ko). On the other hand, 

as / n ((^ n )̂k) = n, it follows that, ||/„|| =  n, so the set { f n  | n € N} is not 
bounded in s^ . This occurs since sM  is not Banach.

Definition. A sequence (Tn )n  in B(X, Y ) is said to be pointwise convergent 
if for each x  G X  the sequence (TnX)n  is convergent in Y .

Remarks. 1. If (7’n )n is a pointwise convergent sequence in B (X ,Y ), then, 
the mapping T  from X  to Y  defined by

T’(x) =lim Tn (x),

is clearly well defined (by the uniqueness of the limit) and also linear (by the 
linearity of each Tn and by the continuity of the sum and the multiplication on 
normed spaces). The linear operator T  from X  to Y  is called the pointwise 
limit of the sequence (Tn )n .

2. Let (Tn )n be a convergent sequence in the normed space B(X, Y) and 
let T  be its norm limit. Then, since for each x  in X,

||Tn ( x ) - T ( x ) | |< | |T n - T | | . | |x | |

it follows that the sequence (7„)n converges pointwise to T. The converse is 
not generally true, as it results from the following example.

Example. Let (7'n )n be the sequence in B(Z^) defined by

Tn ((ek)*) =  ( 0 ,0 , . . . ,0 ,U ^ + i , - )

Each 7n is defined by the bounded numerical sequence (Ak )k where A* = 0 
if k < n and Ak =  1 if k > n (Example 2 in 3.1), thus ||7’n|| =  1, Vn. For any 
x — (€t)fc € I* we have that lim Tn (x) = 0, since

oo

ll'Tn(x)||P =  £  IUI” — >0, 
m=n

as n —» oo. It follows that (7’n )n converges pointwise to the null operator. 
Suppose that there is 71 in B(l*) so that (Tn )n  converges in norm to T. By
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the previous remark, necessarily, T  = 0, thus ||T„|| — > 0, as n — oo, which 
contradicts ||7’„|| =  1> ^n -

The next theorem makes clear the fact that the pointwise limit of se­
quences in B (X ,Y ) (X  Banach) is also in B (X ,Y ). As we have pointed out 
(see the above remark and example), that does not mean that the pointwise 
convergence implies the convergence in B(X, Y).

Theorem 3.3.3 ( The Banach-Steinhauss theorem) Let (Ä, || • ||) be a Ba­
nach space, Y be some normed linear space and (Tn )n  C B(X, Y ) be a point­
wise convergent sequence of bounded linear operators from X  to Y . Then, 
T, the pointwise limit of the sequence (Tr,)n is a bounded linear operator 
from X  to Y . In addition the numerical sequence (||Tn ||)n is bounded and 
Ill’ll <sup n

Proof. Let (Tn )n be a pointwise convergent sequence in the space B(X, Y) 
and let T  be its pointwise limit. We have already noticed that T  is linear. 
As for each x  the sequence (Tn (x))n is convergent, it follows that the set 
{7J,(x) | n G N} is bounded in Y , so by the principle of uniform boundedness, 
there is M > 0, so that ||7n|| < M, Vn. Then, for each x  and n,

||7’„(æ)|| < IITnll • Ikll < M Ikll

and we have
||T(x)|| =lim ||71

n (x)|| < M I K  Vx G X

It follows in addition that

uni <*uP IIT„IIn

* We give next a typical application of the Banach-Steinhauss theorem.
First, let us notice that, generally a mapping f  (x, y) on the product X  x Y 

of two topological spaces, separately continuous (that is, for each x, f(x , •) is 
continuous on Y , and for each y, f ( ',y )  is continuous on X )  is not necessarily 
jointly continuous (continuous on’A X Y  with the product topology). Even 
on 1R2 we have the standard example,

a  \ /  2 ^  2 i f  (x > 77) (°> °)
/(x ,y ) = < x2 + y2

( 0 if (x, y) — (0, 0)
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In the particular case of the linear mappings on the product of two Banach 
spaces (called bilinear mappings), the separate continuity implies the joint 
continuity. More precisely we have the next proposition:

P rop osition  3 .3 .1  Let X  and Y  be Banach spaces and let B a separately 
bilinear mapping from X  X Y  to K. Then, B is jointly continuous.

P roof. Let (xn ,yn )n  be a sequence in X  X Y  which converges to zero. 
Define on Y  the (countable) family of bounded linear functionals,

/n(y) =  B(xn ,y)

Since B(-,y) is continuous on X , it follows that ( /n (y))n  converges pointwise 
to zero for each y, so, by Banach-Steinhauss theorem, there exists M  > 0 so 
that |/ n (y)| < Af||y||, Vn. Then,

|ö (x n ,y„)| =  |/ n (yn )| < Af||yn || — ♦ 0

3 .3 .3  T h e  op en  m ap p in g  th eorem
An other consequence of the Baire category theorem is the next fundamental 
theorem.

T h eorem  3 .3 .4  ( Open mapping theorem) Let X , Y  be Banach spaces. 
Suppose that T  is a bounded linear operator from X  onto Y . Then, if A 
is an open set in X , T(A) is open in Y  (T is an open mapping from X  onto 
y)-

Proof. We shall proceed in 3 steps.
1) Let T  be a bounded linear operator from the normed space X  onto the 

Banach space Y . Then, for each positive r > 0, there is a r > 0 so that 
B(a r ) C T (ß(r)).

We notice first that for each arbitrary r > 0, X  can be written as 
nB(r/2). Then, 7'(X) = (JXi n T(B (r/2)), and, since T  is onto, we 

have Y = nT (B (r /2)). As Y  is complete, by the Baire category theo­
rem, it follows that there is a natural no so that the closure of noT(B(r/2)) 
has a nonempty interior, so, taking into account that the mapping on Y , o
y I— » n„y is a homeomorphism, it follows that T (0 ( r /2 ) ) /  0. Let us denote
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this open nonempty set by U. Then, U — U is an open neighbourhood of zero 
(since U — U =  Uue l / (u — U) and y i— * u — y is a homeomorphism of Y); It 
results that there is a r > 0 so that ß (a r ) C U — U. Using the continuity of 
the mapping from Y  X Y  to Y , (y,z) r—+ y — z, and the linearity of T, we 
have the next inclusions

B (a r ) C U - U  =T(B(°r/2)) -  T(B(°r/2))c T(B(7/2)) -  ^ 7 (7 /2 ) )  C

C T(B (r/2)) -  T (B (r/2)) =  T(B (r/2) -  ß (r/2 )) =  T (W ))

which end the proof of the first step.
Using 1), we shall establish, the most difficult part of the proof:
2) Let X , Y be Banach spaces and T a bounded linear operator from X  

onto Y. Then, for each positive r  > 0, there is <5r  > 0 so that

B(<5r ) C T (B (r))

læt r  > 0 be. For each positive integer k, denote by r* the positive 
number r/2*1 2 . By 1), VA;, there is a Tk > 0 so that B{aTk) C T(B (r k f). Since 
W ) )  C B ( ||T||f*),we may suppose that the sequence (a,*)* converges to 
zero.

We will show that B(ctro) C T (ö (r)), consequently, the desired br is aTo. 
Let y be arbitrary in B(aTo) C 7 '(ß (ro)). Then, since B(y, a ri ) fl 7’(B(ro )) is 
nonempty, we can pick x o € B(ro ) so that T (x o) G B (y ,a r i ). It follows that 
the element x o has the properties

||xo || < ro and y -  T (x o ) G B(a r i ) C 7’(B(ri))

Then, since ß(y — 7’(xo), Qr2 )D71(B(7’1)) is nonempty, we can pick -zq G B(r i) 
so that 71(x1) G ß(y — T (x o) ,a r2). Then, aq has the properties

Iki II < tq and y -  T (x o) -  T (xi) G ß (o r2 ) C 7’(ß ( r 2)j

By induction, we choose a sequence (xn )n  so that

||xn || < r„ and ||y -  X2 7’(^*)|| < 
*=o

Further, define for each n natural
n

-n = 52
k 0
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and let us check that the sequence (zn )„ is Cauchy. This follows from

n + p  n + p  n + p

||Z n + p - 2 n | | =  Il £  M  <  £  I M  <  52 ok  =

/t—n-f 1 k—n  + 1 A;—n i l

p n  * v 1 r  I F
=  4 * ^ 1  2* =  ~ 2 ^  <  F + 2 ’ V n , p G  N

Since X  is Banach, there exists the limit of the sequence (zn )n ; denote it by 
x. By

||x|| -  II lim £  x*|| <lim £  ||x*|| <lim £  =lim £(1 -
fc=O k=0 k=0 z  6 L i.

it results that x E B(r). Further, since

| |y - £ T ( x * ) | |< a rn + 1 , Vn,
* = o

we have that ||y — T(z t l)|| < a r „+ 1 , Vn, and using the continuity of T, that 
implies

||y -T (lim z „ ) || <lim a r „+l

which shows that y =  T(x), thus, y G T (ß(r)).
3) The proof follows immediately from the above statement, 2). Let D 

be an open set in X . We have to show that T(D) is open in Y. Let y be 
arbitrary in T(D), so y = T(x) with x  in D. Since D is open, it contains a 
ball with center x  and radius r > 0, B(x, r) =  x + B(r). By the second step 
2), there exists 6 — 6r > 0 so that B(f>) C 7'(B(r). It follows that

T(x) +  B(<5) C T(x) + T(B(r)) =  T(x +  B(r)) =  T(B (x,r)) =  71(D)-

In practice, one rarely uses the open mapping theorem directly but rather 
its consequences. One of them is the next theorem.

Theorem 3.3.5 ( Inverse  mapping theorem) A continuous linear bijection 
of one Banach space onto another has a continuous inverse.

Proof. If 7’ is defined from X  to Y, we have to show that (T - 1 )_ 1 (D) 
is open in Y  for each arbitrary open set D C X. This follows by the Open 
mapping theorem, since for each D C X , = 7’(£>).
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3.3.4 Closed graph theorem

Definition. Let T  be a mapping of a subset 1) of a normed linear space X  
into a normed linear space Y . The graph of T, denoted by GT  is defined as

G r =  {(z, J/)|(x, y) € D x / ,  y =  ï ’x}

The mapping 7 is said to be closed if its graph is closed in the normed space 
X  x Y.

Remark. The graph of the mapping T  : Dq- C X  — + Y is closed if and only 
if for each arbitrary sequence (x-

n )n C Dq- so that xn -— > x and T(xn ) — » y, 
as n —» oo, it follows that x € Dq and y -  T(x).

Theorem 3.3.6 ( Closed graph theorem) Let X and Y be Banach spaces 
and T  a linear operator from X  into Y. Then T  is bounded if and only if 
the graph uj T  is closed.

Proof. Suppose that GT  is closed. Then, since T  is linear, GT  is a 
subspace of the Banach space X  X Y . By assumption Gq> is closed and thus 
is a Banach space in the norm induced by the norm of X  X Y, Consider the 
continuous linear maps P\ : X  X Y — > X  and Pq : X  X Y — ► Y  defined by 
P\(x,y) — x, respectively P2(x ,y) = y. By

||A(*,!/)|| =  Ik'll < inax(||x||, lli/ll) and ||P2 (x,ÿ)|| =  ||y|| < max(||x||, ||y||)

it follows that the mappings 1\, P2 are bounded. The restriction of P t to 
GT is a bounded linear operator from the Banach space Gq- unto the Banach 
space Y, thus, by the Theorem 3.3.5, P} 1 : Y — -» Gq- is a bounded linear 
operator. But , T  — P2 o Pi 1, so T  is continuous. The converse is trivial.

Remark. To avoid the confusions, we emphasize that the mapping T  in the 
previous theorem is implicitly assumed to be defined on the Banach space 
X . There are examples of linear operators with closed graph which are not 
continuous (thus, their domain is not Banach).

Example. Let X be the linear subspace of of all sequences (£n )n € 
satisfying 52n >i n,2 |£n |2 < oo and T : X  — > l^ the linear operator defined 
by 7’((Ci)n) = (Tt€n)n- The graph of T  is closed. Indeed let (xn )n C X, 
x n — (C*n \)it so that — ♦ x, x — (£k)k and 7’(zn ) — ♦ y, as Since the
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sequence (T(x„))n is convergent in 1% , it is also bounded, thus there is a 
positive a  such that

£  fc2 |€*n ) |2 < a 2 , Vn € N, Vf € N. 
fc=i

Let I € N be arbitrary fixed. Since for each k € N, 

lim ^ n ) =  &

it follows that

E A;2l£*n ,l2 q 2> th u s I > 2l&l2 °2 
*=1 k=l

We have proved that x & X .
Further, since (T(æn ))n  is Cauchy, for each £ > 0, we can pick ne such 

that m, n > ne implies ||T(a;n ) — 7'(zm )|| < E/2, so

oo 2
S W - î f T S y  

Jt=l

For fixed arbitrary I and n > ne we have

1
-  « r r  <  7

fc=l 4

and passing here to the limit with respect to m  —+ oo,

oo ,2
E * I l d “ l - € . l 2 < T  

fc= l 4

Thus, ||T(æn ) — T(x)|| < E, Vn > ne . By the uniqueness of the limit, it results 
that 7'(x) — y. This ends the proof of the fact that T  is a closed operator.

The linear operator T  is not bounded since the sequence (en )n  C X , en =
— fia s  IIe «II a n fi> o n  th e  other hand H7'en || =  n, Vn.

This is happening since the space X  is not Banach.
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3.4 Fixed point theorems

Definition. Let V be a map on a set X . A point x € X  for which Vx — x 
is called a fixed point of V .

Definition. Let (X,d) be a metric space. A map V : X  — ► X  for which 
d(V x,V y) < d(x,y) is called a contraction. If there is a  < 1 for which 
d(Vx, Vy) < a ■ d(x,y), V  is called a strict contraction.

The next result is valid in complete metric spaces, with the same proof. 
In order to simplify the notations and since the examples will be connected 
to normed spaces, we will state and prove it in Banach spaces.

Theorem 3.4.1 (C ontraction  mapping p r in c ip le )  A strict contraction 
V on a Banach space (X , || • ||) has a unique fixed point.

Proof. We first notice that a contraction is automatically continuous, 
since for each £ > 0, there is — a  -1£ so that ||x — y|| < be implies 
II Vx — Vy|| < £. Now, let x o be arbitrary and let define the sequence (xn )n by 
xn  = Vn (xo) (where V1 =  V and Vn + 1  — V" o V, Vn). We will prove that 
(xn )n is Cauchy. For each n, we have

||xn Xn „i ff || Vxn 1 Vxn _2 II — Û11æn- 1 II —

< a 2 |kn-2 -  æn -3 II < < «" 1 ||x t -  Xo ||

Thus if n > m,

lk n -z m ||<  52 Ik-* -  II < Ț— I k i - M  , . 1 1 — ak=m -i 1

Given £ > 0, since a n  — ♦ 0, there is ne so that a n ‘ < (1 — a)e. Then, 
n > m  > nc implies that ||xn  — x,a || < £, so (xn )n is Cauchy Thus, x„ — » x, 
for some x. Since V is continuous,

Vx =lim Vxn  =lim xn + i — x

so x is a fixed point of V.
Let us prove the uniqueness of the fixed point of V. If Vx — x and 

Vy =  y, then
| |x - y | |  = II Vx -  Vy|| < o ||x -  y||
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Since a < 1 and ||x — y|| > 0, we conclude that ||x — y|| — 0, consequently, 
x =  7/.

Theorem 3.4.2 Let (X, || • ||) be a Banach space, T  a bounded linear operator 
on X  and yo arbitrary in X . Suppose that ||T|| < 1. Then, the equation

x  = T x  + yo

has a unique solution in X.

Proof. The operator V  : X  — ► X , defined by Vx -  T x  + yo is a strict 
contraction, since

HVx -  Vy\\ = \\Tx + y0 -  Ty -  yo || =

- | | T x - 7 ’î / | |< | |T | | - | |x - y | | ,  V x ,y € X , 

and ||T|| < 1. By the Contraction’mapping principle, it follows that V  has a 
unique fixed point, thus there is a unique x* & X  so that Tx* + yo — x*.

Application. Consider an infinite system of linear equations
oo
52 a j k x k =T]j, j  € N fc=i

We are interested in solving it, so to find a sequence (£k)k such that for each 
j  G N the series a jk£k be convergent with the sum i]j. We will discuss 
how the above theorem can be applied to prove the existence of the solutions 
of an infinite system of linear equations, under certain conditions. First, 
notice that the system can be written

OO

X j  =  ^ ' I j k X k  +  q h  j  G N

where

7>fc =
- O t jk  j  /  k

1 -  a ii 3 = k

We suppose that there exists p G (0,1) such that

52l7j*l<P, Vj € N fc=i
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and that the sequence (r?j)j is bounded, (r/7)> G I*. Consider in the Banach 
space the equation x = T x  + yo , where T  is the linear operator on Zg3 
defined by

oo

fc=l

and yo — (r/>)>. Since for each j  € N

OO oo / OO \

I £  < E  M  • 16.1 < E  M  I«*)*« -  /’ll(C*)*il
fc=l *=1 \fc= l /

it follows that T  is well defined, is bounded and its norm is less than p, thus 
||T|| < 1. By the Theorem 3.4.2, we can infer that the equation x = Tx + yo 
(so, the infinite system of linear equations Xj = 4- fy, j  G N) has
a unique solution in l^ .

Next we prove a version of the Leray-Schauder-Tychonoff theorem (which 
states that each continuous map on a nonempty compact convex subset of 
a locally convex space (Chapter 7) has a fixed point). First, we make a 
definition.

Definition. Let X  and Y  be vector spaces, A a convex subset of X . A map 
T  : A — » Y  is called an affine linear map on A if

T (tx  + (1 — t)y) =  ZT(x) +  (1 — t)T(y), Vx,y  G A, Vt, 0 < t < 1

Theorem 3.4.3 Let A be a nonempty compact convex subset of a normed 
space X . Let T  be a continuous affine map of A into itself. Then, T  has a 
fixed point.

Proof. We pick an arbitrary x o in A and define the sequence (xn )n by

1 " 1
Xn = - n 7̂

Since A is convex, each x n  G A. As A is compact, some subsequence (xn ') n ' 
of ( i n )n converges to a limit x. We wish to show that x  is a fixed point of 
T. Suppose that T x  — x 0. By Corollary 3.2.1, there exists f  G X* such 
that f (T x  — x) 0. Since A is compact and f  is continuous on X ,

sup 1/(x)| =  M < oo 
xe A
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Thus,
|/(T x n  -  xn )| =  | / ( iT " x o -  - x 0)| < - M  

n n n
and we conclude that

lim \f(T x n -  x„)| =  0

As a result f ( T x - x )  =lim |/(T x n  — xn )| =  0, which contradicts f (T x  — x) f  
0.

The last fixed-point theorem that we consider deals with a whole family 
of maps.

Theorem 3.4.4 ( The Markov-Kakutani theorem) Let (X, ||-||) be a normed 
space and A a nonempty compact convex subset of X . Let Lt be a family of 
commuting affine maps of A into itself; that is UVx = VU x  for all U ,V & L t 
and x Ç. A. Then, LI has a common fixed point ( there exists an x € A so 
that Ux — x, VU G Lt).

Proof. For each finite subset F  C Lt, let

Ay  =  {x G A I Ux = x  for all U G F }  =  f |  (U  ~  7 )~’{°) 
uer

(where 1 is the identity operator). Since the U are all continuous, each Ay  
is closed, and clearly Ay, Ci A y  — A^,u^2 . Thus, if we can show each A y  is 
nonempty, fV  Ay  0, by the finite intersection property, so there is an x 
with Ux — x  for all U G Lt.

We have only to prove that Ay  =4 0, VF C Lt , X  finite. We proceed by 
induction with respect to the number of sets in F . If F  =  {f/},

— {x G A I Ux = x},

which is nonempty, by the previous theorem. Suppose that A y  0 and 
let V  G Lt. Since the U G F  are affine linear A y  is convex. In addition 
F(?V) C Ay, because U G F  implies [7(Vx) = VfUx) — V x  when Ux = x. 
Since Ay is nonempty, convex, compact, and V : Ay — * A y , there is an 
x G Ay  with Vx = x, that is AFU{V} /  0 • The theorem is proved.

Remark. The both above theorems are valid in a larger context, such as 
locally convex spaces (Chapter 7), with the same proof.
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3.5 C om pact operators
In this section we exhibit an important class of linear operators which espe­
cially arise in the study of integral equations. Let A", Y  be normed spaces.

Definition. A linear operator T  from X to Y  is said to be compact if T  
takes bounded sets in X into relative compact sets in Y .

Remark. By the characterization of the compact sets in metric spaces, one 
may say that a linear opemtor T  from X  to Y  is compact if and only if for 
each bounded sequence (xn )n  in X , the sequence (Txri)n has a subsequence 
which converges in Y . So, in order to prove that T  is compact we have to 
see that for each sequence (xn )n in X , with ||xn || — 1 the sequence(Txn ')n 
has a subsequence which converges in Y .

Examples. 1. Let T  be in B (X ,Y ) , of finite rank (that means, the sub­
space T(X) of Y  is finite dimensional), then T is compact. (In particular, 
each bounded linear operator from X to a finite dimensional space is com­
pact.) Indeed, let (xn )n  be in X, with ||xn || =  1. Then, the sequence (7’xn )n 
is a bounded sequence in a finite dimensional space, hence, by Theorem 2.3.2, 
it has a convergent subsequence.

2. The integral operator, T  : CK([0, 1]) — ♦ CK([0, 1]),

(Txfis) — [  k(s, Z)x(t) dt, x  € CK([0, 1)),
Jo

where k € CK([0, 1] X [0,1]), is compact.
Let A be a bounded set in CK([0, 1]), so there is a > Ü such that ||x|| < a , 

Vz g A. We have to prove that 7’(A) is relative compact in CK ([0,1]). By 
Ascoli’s theorem (Appendix A), it is enough to check that T(A) is uniformly 
bounded and equicontinuous. We have,

\Tx(s)\<  [  |fc(s, f)| • |x(i)| dt < ||x|| • /  |fc(s,t)|dt 
Jo Jo

thus, since A is bounded and

sup [  |fc(s, t)| dt < oo, 
«e|o,i| Jo

T(A) is bounded.
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We now prove that T(A) is equicontinuous at an arbitrary so G [0,1]. As 
k : [0,1] X [0,1] is uniformly continuous, it follows that for given £ > 0, there is 
6e > 0 such that |s — s |  < <5e and |t—1'| < implies \k[s, t) — k(s‘ ,t' )| < e/2a. 
Then, if |s — so | < 6£ , 

fl £
|7>z(.) -  7’zWI < X 0 -  <=(»., 01 • MOI at < a  • < e.

3. The identity operator Z on an infinite normed space is not compact. 
Indeed, if one suppose that I  is compact, it results that the unit ball in X  is 
relative compact, which contradicts the Riesz theorem (2.3.2).

Notation. Further, the set of all compact operators from X  to Y  is de­
noted by K,(X,Y). For /C(X,X) we use the shorthand JC(X).

Proposition 3.5.1 1 ) X (X , Y ) is a linear subspace of the space B(X, Y). 
2) I f S  € ÂS(X) and T  € B (X ), the operators S T  and T S  are compact.

Proof. 1) By the definition, obviously, each compact operator is bounded. 
Let S , T  E K .(X,Y), and (xn )n a sequence in X , ||xn || =  1. Then, (Sxn )n 
has a subsequence convergent (Sxn ')n <. Since, T  is compact (Txn ')n < has 
a convergent subsequence (Txn ") u. Thus ((S + T )x n") » converges and 
S + T E  K (X ,T ).

2) Given (x„)n a sequence in X , ||xn || — 1, the sequence (fTxn )n  is 
bounded. It follows, from the compacity of S  that (STXn)n has a subse­
quence convergent, i.e. ST  is compact.

Given (xn )n a sequence in X , ||zn || =  1, the sequence (Sxn )n  has a sub­
sequence convergent (Sxn ') n<. Therefore, by the continuity of T, (T Sx n ')n ‘ 
converges.

Theorem 3.5.1 Suppose Y  is a Banach space. Then, K .(X,Y) is a closed 
subspace of (B (X ,Y ), || • ||).

Proof. Let (T„)n be a sequence of compact operators which converges 
in B (X ,Y )  to T  and (zn )n a sequence in X , ||xn || =  1. In order to show 
that (Txn )n has a subsequence convergent, we employ a diagonalization pro­
cedure, as follows. Since, is compact, there exists a subsequence (xjn)n 
of (^n)n such that (7^Xin)n converges. Since, T% is compact, there exists a 
subsequence (x2n)n of (iin )n such that (ZjXjn)« converges. Continuing in 
this manner, we obtain, for each integer k > 2, a subsequence (x*n )n of
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(®(*-i)n)n s u c h that (T*x*n )n converges. We claim that , the ’’diagonal” se­
quence (Txn n )n  converges, so T  is compact. Let us simplify the notations, 
by setting vn  =  x n n .

Now, for arbitrary, j, I, n € N we have:

||Tv,- -  Tv, K < ||Tv, -  Tn t>, || +  -  Tn v( || +  ||T„V| -  Tv,||

Given £ > 0, since (Tn )n  — ♦ T, ||Tn< — T|| < e/3, for some n t . Now, (Tn .Vj)j 
is convergent, thus there exists j e E N such that

— 7n,U||| < s/3 , Vj t l > je

Since, for Vj, I > j e ,

\\TV j -  Tvi|| < 2||T -  Tn .\\ +  ||T„.v, -  Tn.M < e,

it follows, from the completeness of Y  that (Tvn )n  converges, i.e. T  is com­
pact.

3.6 Exercises
1. Let X , Y  be normed space and T  : X  — » Y  a linear operator. The 
following are equivalent:

( i ) T e B ( X ,r ) ;
(ii) BG C X , G /  0, G open such that the set T(G) is bounded;
(iii) V(xn )n  — ► 0, the sequence (T(xn ))n  is bounded.
2 Let T  be a linear operator from the Banach space X  to some normed 

space Y. Show that T  E B (X ,Y )  if and only if Vx E X  if (xn )n — ♦ x,then

||T(x)|| <limn inf ||T(xn )||

3. Let X , Y  be normed space such that B(X, Y ) is a Banach space. 
Then, Y  is Banach.

4. Show that the operator T  defined on CK(|0, 1|) by

(Tx)(s) = [  e l'^ ,x(t)dt 
Jo

is in B(CK([0, 1])) and find its norm.
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5. The same problem as 4. if the operator T  is defined on CR([0, 1]) by

(Tz)(s) =  / \ " Z m z(Z)dt
Jo

or by
(Tx)(s) =  [  x(t) sin7r(s — t) dt

Jo
6. Let T  be the operator defined on L^([0, 1]) by Tx(t) = tx(t).
a) Show that T  G F(L^([0, l]))and find ||T||;
b) Show that the operator T  is not compact.
7. Let T  be the operator defined on LR([0, 1]) by

(T x \s )  = [  k(a ,t)x(t)d t
Jo

where k G L&([0,1] X [0,1]). Show that;
a) T  G ß (f£ ([0 ,1])) and

Ill’ll <  ( / ‘ / J  W«,<)|! <i3dt)’

b) T  is compact.
8. Let T  be the operator defined on p G [1, oo) by

T((£n)n ) =  (A„€n)n,

where (An )n  C K is an arbitrary bounded numerical sequence. Show that:
a) T G and ||T|| -su p  |A„|;

n
b) T  is compact if and only if An — » 0, as n —> oo;
9. Let T  be the operator from Zg' to Zg defined by 

T « O W  = ( ( h o )

Show that T  is a bounded linear well defined operator and find its norm. Is 
T  injective? Is T  surjective?

10. a) Show that the operator T  : (Cj([0,1]), || • ||) — ♦ (CR((0, 1]), || • ||) 
(where the norm is the same on the both spaces, namely ||x|| =  sup |x(Z)|), 

 
defined by

tefo.il

(7’x)(Z) =  x \ t )  + (sin 7rZ)x (Z) + Zx(Z)
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is a linear operator that is not bounded
b) Show that the operator T  from (CR([0,1]), || • ||~) to (CK ([0,1]), || • ||' 

(where ||z||~ — ||z|| + ||z’|| +  ||®"||, Vz € CR([0, 1])) defined by the same 
formula is bounded.

11. Let T  be a linear operator from the Banach space (X, || • ||) to the 
normed space (V, || • ||). Set p(z) =  ||z|| 4- ||Tz|| (clearly p defines a norm on 
X ). The following are equivalent:

( i ) T G B (X ,r ) ;
(ii) The initial norm on X , || • ||, and the norm p are equivalent;
(iii) (X,p) is Banach.
12. If X  — CR([0, 1]) (the  space of all differentiable real-valued functions 

with the first derivative continuous with the norm inherited from CR([0, 1]) 
and Y  =  CR([0, 1]), let D be the linear mapping from X  to Y  defined by 
Dx = x  (where z  is the derivative of z). Show that D is closed and it ii 
not bounded. Does this example contradict the closed graph theorem?

13. Let T  be a linear operator from the Banach space X  to the Banach 
space Y  such that for every f  Ç.Y*, the functional f  o T  is in X*. Show tha 
T e B ( X ,Y ) .

14. Prove that a Banach space is reflexive if and only if its dual is 
reflexive. Show that 1% is not reflexive.

15. Prove that CR([0, 1]), || • ||) is not reflexive.
16. Let p € |l,oo) be. Show that (CR([0, 1]), || • ||P ) is not complete anc 

its completion is L^([0,1]).
17. Let (X, II • II) be a normed space such that there exists T  a compact 

operator on X  invertible in B(X). Show that X  is finite dimensional.
18. Let (X, U • II) be a normed space. Show that X  is finite dimensional 

if and only if X* is finite dimensional.
19. Let (X, II • II) be a normed space and z  in X arbitrary. Show that

||z|| =  sup |/(z ) | 
/ex«,||/||<i

20. Let f  be the functional on CR defined by /((£ n )n ) =lim €n- Show that 
f  € CR and ||/ || =  1. Infer from here that CR is Banach.

21. Let (X, K • II) be a normed space and f  in X*, f  0. Show that, for 
each z € X,

d(z,Ker / )  =
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22. Let f  be the functional on cjj defined by

/((£n)n) =  52 
m=l Z

Show that
a) /  €  W  and | |/ | |  =  2;
b) Vx G Ker f ,  d(x, Ker / )  ||x — y ||, Vy G Ker f .
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Chapter 4

Hilbert Spaces

4.1 D efin ition  o f  H ilbert space and elem en­
tary properties

Definition. A vector space X  over the field K is called an inner product 
space if there is a K-valued function < -, • > on X  x X  such that: 
i) < ax  4- ßy, z >= a  < x ,z  > +ß < y ,z  >, V x, y, z E X , a, ß  G IK;
ii) < x ,y  >= < y ,x > ,  V x, y E X \
iii) < x, x  »  0, Vx E X , x  0.

The function < -, • > is called an inner product.

Remark. We note that the previous properties of < •, • > imply
1) < x, ay  4- ßz >— â  < x, y > +ß < x ,z  >, V x, y, z E X , a, ß  € K ;
2) < x ,x  >> 0, Vx E X \
3) < x,0 > =  0, Vx G X.
We introduce the shorthand ||x|| — ^/< x, x >. We will shortly see that 

Il • K is in fact a norm.

Examples. 1. For x =  (Ci>€2, ••••,€n) and y = ( Î /J , Î/2.......Vn) in Kn define
n

< x ,y > =  5 2 ^
1=1

Then, < -, • > is an inner product on Kn .
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2. The K-valued function < -, > defined on x 1K b y
oo

< x ,y  >=
«=i

where x — (£n )n , y =  (yn )n is an inner product
3. Let us define for arbitrary elements x, y € LK ([Û >M)

fb ___
< x ,y  >= / x(t)y(t) dt 

Ja
Then, (Lg([a,fc]), < • ,• > )  is an injier product space.

Proposition 4.1.1 Let X  be an inner product space and x, y in X . Then:
1) ||x + y||2+  ||x -  y||2 =  2( ||x||2+ ||y||2) ( Parallelogram law).
2) When K =  R

< ® ,y > = ^ ( ||x  +  y||2 -  | |x - y | | 2)

and when K =  C
1 3

< z ,y  > =  -  +' h o
(Polarization identities).

Proof. The equalities are immediate from the properties of inner product.

We now develop those geometrical notions that extend from finite dimen­
sional spaces to arbitrary inner product spaces.

Definition. Two vectors, x  and y, in an inner product space X  are called 
orthogonal, written x±y, if < x ,y  >= 0. The vector x  is said to be orthogo­
nal to a set A C X  if x±y for all y in A; we denote by A1  the set of vectors 
in X  which are orthogonal to A. A family {xt | t G /}  of vectors in X  is 
called orthogonal if x t J.xT , L r. If in addition, ||xt || =  1, Vt, then the family 
is called orthonormal.
Remark. An orthonormal family {i, | t G /}  of vectors in X  is linearly 
independent since 0 — otkXk implies 0 = <  a*^*.1 * > =  a k-

Proposition 4.1.2 (Pythagoras 
space and x, y in X . I f  x l.y , then

id e n ti ty )  Let X  be an inner product

h  +  y||2 =  M 2 +  ||y||2
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P roof. For x, y in X , x l.y , we have

Ik + yll2 =< X y ,x  + y > -

= ||z||2+ < x ,y  > + < y ,x  > + M 2 = Ikll2 + hll2

T h eorem  4 .1 .1  Let { x * } i < * < n  be an orthonormal family in an inner prod­
uct space X . Then for all x  E X ,

P roof. We write x  as
n n

x = 52 < x >Xk > Xk + k  ~ 52 < x ’Xk > x*) k=l fc=l
A short computation based on the properties of the inner product shows that 
x  — 122=1 < x ,Xk > Xk and < x ,x k  > Xk are orthogonal. Thus, by the 
Pythagoras identity,

Ikll2 = II52 < x >Xk > x*ll2 + Ik -  52 < x ’Xk > x*ll2 *=i *=i
Taking into account that the family {xfc}^=1 is orthonormal, we have

Il è  < x ,x k > Xfcii2 = 521 < x ’Xk > I2 
*=1 Jt=l

which proves the equality.
Next result follows evidently by the above theorem:

C orollary  4 .1 .1  ( B e sse l ’s  in e q u a l i ty )  Let { æ * } i< * < n  be an orthonormal 
family in an inner product space X . Then for all x  €  X ,

Ikll2 > è l  < I 'X* > I2 
k=l

C orollary  4 .1 .2  f  The Cauchy Schwarz in e q u a li ty )  If x  and y are vectors 
in an inner product space X , then

I < x ,y  > I < Ikll • lll/ll
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P roof. The case y — 0 is trivial, so suppose y 0. The vector y /||y || by 
itself forms an orthogonal set, so applying Bessel’s inequality to any x  G. X
we get

I > I2

M 2

T h eorem  4 .1 .2  Every inner product space X  is a normed linear space with 
the norm ||z|| = <  x ,x  >5 .

P roof. All the properties of the norm, except the triangle inequality, for 
II • II follow immediately from the properties of inner products. Suppose x, 
y G X. Then,

Ik  4- y II2 = <  x >x  >  +  < x > y > + < y , x  > + < y, y >=

=< x ,x  > +2Re < x ,y  > 4- <  y ,y  >< 

< < x ,x >  4-2| < x ,y  > |+ < y ,y  >< 
, „  i  i<< x ,x  >  4-2 < x ,x  > 2<  y ,y  >2 4- <  y ,y  > 

by the Cauchy-Schwarz inequality. Thus,

Ik  4- y||2 < I K  4- IM 2

This theorem shows that we have a natural metric,

d(x, y) =< x — y, x  — y >2

in X. We thus have the notions of convergence, completeness and density 
defined for metric spaces.

D efin ition . A complete inner product space is called a Hilbert space.

R em ark. We note that an inner product space is a Hilbert space if (X, || • ||) 
is a Banach space.

R em ark. In a Hilbert space the application (x,y) 1— ♦< x ,y  > from X  X X  
to K is continuous. Indeed, let (xn )n and (î/n)n be such that x  =Hm x n  and 
y =lirn yn . By the Cauchy-Schwarz inequality

I < x n ,y  > -  < x ,y  > I =  I < x n -  x ,y  > | < ||xn  -  ®|| • lll/ll
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thus, (< x n ,y  > )n converges to < x ,y  > . By

I < x n -  x ,y n  -  y > I < ||x„ -  x|| ■ ||</„ -  j/||

it results that < x n  — x ,y n  — y >— *• 0, as n —» oo. Everything is clear now 
by the next equality

< x n ,y n  > -  < x ,y  >=

=< x n  -  x ,y n  -  y > + < xn , y > +  < x ,yn  > - 2  < x ,y  >

Examples. 1. K" is a n-dimensional Hilbert space.
2. I l  is an infinite dimensional Hilbert space.
3. LK([O,6]) is an infinite dimensional Hilbert space, since the functions

1, t, t2 , .... are linearly independent.
4. The inner product space P  of all polynomials with 

rb ___
< x ,y > =  / x(t)y(t) dt

• Ja

is not complete. To see this, let

Then, (Pn )n  converges in to y(t) — 1/(1 —|t) .  So, (Pn )n is a Cauchy
sequence in P  which does not converge to a vector in P  since y P  C 
c 4 ( [ o , i | ) .

The next two theorems will be useful in the Gram-Schmidt ortogonaliza- 
tion procedure (see Theorem 4.3.3).

Theorem 4.1.3 Let {x*}i<*<n  be an orthonormal family in an inner prod­
uct space X  and Y  the linear space spanned by the set Then, for
each x  G X , the vector yx  — < x,x* > x* ts the unique vector in Y
with the property d(x, Y) = ||x — yx || (the closest element to x). In addition 
d(x ,Y )  =  (||x||2 -  | |x - £ X =1 < x ,x fc > x fc||2)5 a n d x - y x ± Y

Proof. Take an arbitrary element in Y, z = SZJUi01*1 *! C K.
Then

n n n
||x — z||2 =  ||x — £ a fcx fc||2 = <  x -  5 2 a kxfc, x -  52o*x* >=  

*=i *=i *=1
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n n n n
=  | |x | | 2 -  <  x, Ș 2 a kXk > -  < ^ a k x k ,x  > + < ^ a k x k , ^ , a kx k >= 

Jb=l *=1 *=1 fc=l
n n n

=  Ik II2 -  5 2 a k< x ,x k > +  52 < x >x k > +  ^ 2 =  
Jt=l fc=l fc=l

n n
=  INI2 -  52 < x >x * > <  x ’x * > +  5 2 (Q *-  < x ’Xk >)(“ * ~  < x >Xk >) =  

k=l k=l

= INI2 -  £  i < x ^ k  > I2 + £  i<**- < x ,x k > I2 =
fc=l fc=l

=  INI2 ~ £  I < X ’X k > I2 +  llî/x -  *H2 
k=l

Thus,
d(x ,Y )  = inf ||x -  z|| > (||z ||2 -  £  | < x ,x k > |2)* 

z 6 r  k=i
and, the equality holds if and only if z = yx .

A short computation based on the properties of in»gj products shows 
that x — 52*=i < x ,x k > x k is orthogonal to Y.

Theorem 4.1.4 Let Y  be a subspace of X . Suppôt» x  E X  and y E Y . Then 
x — y l .Y  if and only if ||x — y || =  d(x, Y).

Proof. Let z be arbitrary in Y , z y. If x — y±V, by the Pythagoras 
identity,

Ik -  z||2 =  ||x -  y + y -  z ||2 =  ||x -  y||2 +  ||y -  z ||2 > ||x -  y||2 

so, ||x -  3/11 =  d(x ,y).
Conversely, suppose ||x—y|| < ||x — z|| for all z G K Since Y  is a subspace, 

y 4- Az is in Y  for all z G Y  and A G K. Therefore,

llæ -  y||2 < |k  -  (y +  Az)H2 = <  x -  y -  Xz,x -  y -  Az > =  

=  Ik -  3/||2 -  2Äe A < z ,x  -  y > +|A|2 ||z||2 
Hence,

2Re A < z ,x  — y > <  |A|2 ||z||2 
Set A =  r<  z ,x  — y >, where r  is a real number. We get 

2r| < z ,x  -  y > |2 < r 2 | < z ,x  -  y > |2 ||z||2 , 

and, since r  is arbitrary, it follows that < z ,x  — y >— 0.
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4.2 P rojections onto subspaces
Proposition 4.2.1 For every subset A in X , A1  is a closed subspace of X  
and A1  — SpA 1 .

Proof. The fact that A 1  is a subspace of X  follows from the linearity of 
the inner product. Let x  G A1 , so x n  — > x, for some sequence (xn )n in A1 . 
For arbitrary y G A, < x n ,y  >— »< x, y > . As < x n ,y  >= 0 it results that 
< x, y > =  0, therefore x  G A1 . The equality A1  — SpA 1  can be immediately 
proven by the same kind of arguments.

Next, let Y  be a closed subspace of X . The closed subspace Y 1 is called 
the orthogonal complement of Y . The following theorem shows that there are 
vectors orthogonal to any closed proper subspace, indeed there are enough 
such that X  = {y+ z \ y & Y, z G y 3"}. This important geometric property is 
one of the main reasons that Hilbert spaces are easier to handle than Banach 
spaces.

Lemina 4.2.1 Let X  be a Hilbert space and Y  a closed subspace o fX . Then 
for each x  G X  there is in Y  a unique element closest to x.

Proof. Let us denote by d — d(x,Y ). Choose a sequence (yn )n C Y] so 
that

d < ||a; -  y„|| < d + -  
n

Then for n, p G N,

lll/n+p Pn II II (æ  î/n + p ) (æ 2/n)|| —

= 2||x -  yn + p II2 + 2||x -  yn ||2 -  ||x -  yn ¥ p  + x  -  yn||2 =

= 2||x -  yn + p h2 + 2||x -  yn ||2 -  4||x -  ||* < 

< 4(d +  —)a — 4d2 — > 0, as n —+ oo. n
The second equality follows from the parallelogram law; the inequality follows 
from the fact that (pn +P +  yn )/2 € Y. Thus (yn )n is Cauchy and since Y  is 
closed, (yn )n converges to an element yx  of Y. It results immediately that
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||x — !/a|| =  d. Suppose z is an other element in Y  such that ||x -  z|| =  d. 
Then

| | z - !/I ||2 =  | | ( x - z ) - ( x - y I )||2 =

=  2||x -  z ||2 + 2||x -  y i ||2 -  4||x -  II2 < 4d2 -  4d2 =  0, 
Li

which proves the uniqueness.

Remark. It is clear from the proof that the previous result holds in a more 
general situation, namely when Y  is a closed convex subset of X.

Theorem 4.2.1 (P ro jec tio n  theorem) Let X  be a Hilbert space and Y  a 
closed subspace of X . Then every x  € X  can be uniquely written x = y + z, 
where y E Y  and z € K1 .

Proof. Let x  be in X . Then, by the above lemma there is a unique element 
yx  € Y  closest to x. Define z = x  — yx , then we clearly have x = y +  z. We 
shall check that z l .Y  , equivalently < z, v > =  0, Vv G K. For arbitrary t € Y  
and A G K.

M l2 < h - t | | 2
t =  h ~ A v ||2 =  ter t= yx +xv

= ||z||2 — A< z ,v  > — A < z ,v  > +AA||v||2

Setting A = <  z ,v  > /||v ||2 , it follcrws

thus I < z ,v  > |2 < 0 which implies that < z,v > — 0, Vv G Y. 
Uniqueness is left as exercise.
As an immediate consequence of this theorem we have:

Corollary 4.2.1 Let X  be a Hilbert space and Y  a closed proper subspace 
o fX .T h e n Y l / { 0 } .

Theorem 4.2.2 ( The R iesz lemma) Let X  be a Hilbert space and f  a con­
tinuous linear functional on X  ( /  G X*).Then
1) There exists an element a/ in X  such that /(x ) = <  x ,a j >, Vx G X;
2) 'The element a/ is unique with the property 1 );
W il = IM-
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Proof. For f  G X*. Ker f  is a closed subspace of X. The case Ker f  — X  
is trivial since f  = 0 and we s it ÜJ =  0. So suppose there exists z 0, 
z G Ker f L. For arbitrary x  G X , the element

x — z G Ker f

therefore

/ (* )
=  0

It results that

ilz H2 =  ° ’ o r  equivalently /(ir) = <  x, 
/(* ) M l2

Setting

a =m .
'  M 2 x

1) is proved. The uniqueness is obvious (2)). 3) follows by

| / ( a ;)| =  | < a ; , a / > | < | | x | | . | | a / | | ^ | | / | | < | | a / ||

and, on the other hand, by

11/11= »up |/(x ) | > a ,)  =  II«,II
ilzil=i IIM

Remark. We note that the Cauchy-Schwarz inequality shows that the con­
verse of the Riesz lemma is tiue. Namely, each y G X  defines a continuous 
linear functional f v on X  by f v {x) —< x ,y  > .

4.3 Orthonormal bases
We shall begin with some preliminaries facts.

Lemma 4.3.1 Let X  be a Hilbert space and (xn )n an orthogonal sequence 
in X  suck that the series 52n>i lkn||a converges. Then, the senes £».>i x„ is 
unconditional convergent Moreover, the sum of the series £ (>>i x n does not 
depend of the order of the terms.
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Proof. If sn  =  52fc= i x k and tn =  £JLi llx k||2 > by the Pythagoras identity, 

||$n+p ~~ $n|| n̂+p n̂> Vzi, p G N

which shows that (sn )n  is a Cauchy sequence, and since X  is a Hilbert space, 
the series £ n >i x n converges. Take, a a permutation on N. Because the 
numerical series £ n >i ||xn ||2 is unconditional convergent, we have, as before 
that 52n>i x a(n) converges. We only must verify that x = y, where

oo oo
x =  z n and y = 52 X <W 

n=l n=l

Clearly, x — y € Sp{xn  | n € N}. On the other hand, for each m e  N,
n n

< x  — y ,x k > = tlirn< Y ^ x k -  ^ x a(k),xm  > =  0, 
"~*o° fc=i *=1

therefore, x — y € Sp{xn | n E N} '.  It follows that

x -  y E Sp{xn I n e  N)1  A Sp{xn | n E N},

so x  = y.

Lemina 4.3.2 Let X  be a Hilbert space and {xt | L E 1} an orthonormal 
family in X . Then, for each x  E X , the subset of I,

l x  — {c E I \ < x ,x , >-/ 0}

is at most countable.

Proof. Take e > 0, and denote by 1 ^  =  {r G /  | | < > | > e}.
Suppose that is an infinite set. Then, for Vn 6 N, Sir, «2, G» G 1 ^  , 
that means | < x ,x lk > | > e, VA: =  1, ...,n. By Bessel’s inequality it results 
that 52*=i I < x >x Lk > |2 < ||x||2 which implies that n E2 < ||®j|a , Vn e  N 
(contradiction). It follows for each e > 0, 1 ^  is empty or finite, and, as 
lx =  Un>i l ^ n \  lenrma is proven.

Remark. I f {x t | c E /}  is an orthonormal family in X , for each x  E X  we 
can consider the numerical family {< x ,x t > \ L E 1}, called the family of 
Fourier coefficients of x  with respect to the orthonormal family {x t | i G I}.
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Notations. Let X  be a Hilbert space, {xt | t G 1} an orthonormal family 
in X , x  G X  and Ix  =  {t G I  | < x,Xi 0}. If l x  is finite we denote by

Ș2 < x i > x i , (respectively 57 | < x, x t > |2 ), 
ie/ it I

the sum
57 < x ,x t > x t , (respectively I < > |2 )
ie/x ieix

If Ix  is not finite, then, by Lemma 4.3.2 there is a bijection a : N — > Ix . The 
sequence (< x ,x a (n ) > i ff(n ))n  satisfies the hypothesis of Lemma 4.3.1, since

5 < II < x >x a(n) > æa(n)|| ~  5 '  | < x ix a(n) > | 
n>l n>l

and this series is (unconditional) convergent as it follows by Bessel’inequality, 

tn =  è l  < x , x a(k) > I2 < lk ||2

fc=i
It results that the series J2n>i < x >x a(n) > x a(n) converges in X  and its sum 
does not depend of the choice of o. Recall that the sum of the numerical 
series J2n>i I < x x̂ o(n) > |2 is also independent of the choice of the bijection 
a, because this series converges absolutely, so unconditionally. Therefore we 
may denote by

57 < x , x i > (respectively 57 I < x > x i > |2) 
iei iei

the sum of the series

5 < x >x a(n) > *£a(n); (respectively 5 | < x > x o(n) > I ) 
n>l n>l

since it does not depend of the choice of a. Finally we have to notice that

Y2| < x,x, > I2 < Hill2, 
16/

{the Bessel’s inequality for an arbitrary orthonormal family).

Definition. An orthonormal subset B — {xt | t G 1} of X  is said to be an 
orthonormal basis (or a complete orthonormal system) if there is no other 
orthonormal subset of X  which contains B as a proper subset (that means 
B is a maximal orthonormal set of X  with respect to the inclusion order).

Theorem 4.3.1 Every Hilbert space X  {0} has an orthonormal basis.
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Proof. Let C be the collection of all orthonormal sets of X . C is nonempty 
(since X  /  {0} implies {(1/||x||)x} G C). We order C by inclusion: B x -< B? 
if and only if Bi C B2. That is a partial order relation on C. We observe 
that (C,-X) is inductively ordered (since if (BQ)a  is a totally ordered family, 
Bo — Ua Ba  is an upper bound of it). By Zorn’s lemma we conclude that 
there exists B  a maximal element of (C,-<), so an orthonormal basis for X.

Definition. A subset A  of X  is called a total set of X  if x ±  A =► x — Ô.

Theorem 4.3.2 Suppose B — {xt | 1 € 1} is an orthonormal set in the 
Hilbert space X . The following statements are equivalent:
(1) B  is an orthonormal basis;
(2) B  is a total set;
(3) S ^ B  = X;
(4) For each x  G X , x  — < x ,x t > x t (Fourier’s development of x with
respect to the basis B );

’ (5) For each x  G X ,  || x ||2 =  1 < x ,x t > |2 (Parseval’s equality).

Proof. By the Theorem 4.1.1, for arbitrary n € N, we have

Ik ll2 -  è  I < > I2 = Ik  “  è  < æ>æ<r(fc) > æ<7(*)||2

fc=l

(where a  is a bijection of N onto Ix ). It follows that x — < x ,x t > x L if
and only if || x||2 — | < x ,x t > |2 , thus (4)o(5).

The fact that (4)=» (3) is obvious. Suppose now x  ±  B, therefore x  G 
G B 1  =  Sp B 1 . It results that (3)=>(2).

We show that (2)=^ (4). Let x  G X , and z = £}t e /  < x >x i > x i- In  order 
to see that x =  z we check that x — z _L B =  {xt | 1 G /}. If to G Ix ,

< x -  z ,x lo >=< x ,x lo > - < 52 < X >X i > >=
i e i

= <  x ,x lo > -  < x ,x to > =  0

If

< x — z, x lo > =  0— < 52 < x,Xj > xt , x lo > =  0 — 0 = 0 
i e /
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Further, if (1) is valid, and x € X , x  0, then

B  =  {pH U  H e  7 )

is an orthonormal set which contains B  (one contradicts the maximality of 
B). It results x = 0. Thus, (1)=> (2). The converse implication is immediate 
since if B is an orthonormal set such that B Ç B , there exists x  € B \B . 
It follows x / 0  and x  ±  B (contradiction with (1)).

Examples. 1. In Kn , the canonical algebraic basis B =  {e*}i<t<n ) e*, — 
=  —>^*0 (where, for j, k G N , 6 ^  = I if j  /  k and 6 ^  =  0
otherwise) is obviously an orthonormal set and also a total set of the Hilbert 
space Kn . Thus, it is an orthonormal basis, too.

2. In the set B =  {e„| n G N} where en  — (<5*n )̂jt, is an orthonormal 
set. B is also a total set, since if x  =  (Ct)jt € is orthogonal to B, it results 
that < x ,e n >— 0, Vn G N. As < x ,e n  >= it follows £n = 0 , Vn G N, 
so x =  0. By the previous theorem, we conclude that B — {en | n G N} is an 
orthonormal basis in 1% .

3. In AK([—7T,7T]) the countable set B =  {co,e n ,6 1 2 ,6 2 1 ,6 2 2 ,where

6o(t) =  y— , en i(Z) =  -7= cos nt, en2(<) — sin nt, n G N,
V 2TT V71" V71

is an orthonormal basis. The fact that B is an orthogonal set can be easily 
checked. In order to prove that B is an orthonormal basis we have to see 
that Sp B =  LK([—7T,7F]) (Theorem 4.3.2), or equivalently, to show that for 
each x  G B^([—7T, 7r]) and £ > 0, there exists a trigonometric polynomial, 
p : [—7T, 7T] — » K such that ||p — x||2 < £.

First, take an arbitrary x  in L |([—7r,7r]) and £ > 0. As CR([—7T, TJ]) is 
dense in LR([—7T, 7T], 3y G CR([— TT, TT]) such that ||x — y||2 < £/3. We show 
now that there exists z G CR([—TT, 7T]) with z(—7r) -- z(?r) and ||y -  £||2 < e/3. 
If y =  0 if we take z — 0 everything is clear. Suppose further that y 0; thus 
sup {|y(t)| I t G [— 7T,7T]} /- 0. Let z be the real mapping on ( —7T,7r] defined 
as follows

\ _  /  a t  + ß  if t € [-7T, + <5)
Z I if t G [ —7T + Ö, 7r]

where ö G (0, 2TT), a, ß  G R will be determined such that the next three 
conditions hold: ||y — -z||2 < f/3 , the mapping z continuous, Z(--TT) = z(rr).
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It follows that for t G [—7r, 7r] and a, ß, 6 like we have just said, we have 
|z(t)| < sup {|j/(t)| I t € [—7T, 7r]} /  0 (since the linear map u : [—7r, —Ä 4- <5], 
u(t) =  at 4- ß  is monotone and u(—7r) = y(—7r), u(—7r 4- 6) — y(—x 4- 5)).

Thus, let us find a, ß, 6 satisfying the above mentioned conditions. We 
notice that

111/ -  «Ila =  £  11/(0 -  « (0 |2 d t  =  f  * + IP(0 -  «(01’ dt <

< /  (li/(0l +  l«(0l)2 d t < 4 Ä  8UP IP(0I2>

so, 111/ -  « h  < zVô  sup |y(t)|. Taking
tel-r.r)

A ■ ( J
0 < min .--------- .■ , 27T

sup |i/(t)|’ ’ 
\t€ [-»,<) /

and a , ß  the solutions of the next system

f a(-7r) 4- ß  =  i/(-7r)
I  a(-7T 4- <5) 4- ß  =  i/(-7T 4- <5)

we have ||y — z||2 < e/3.
FYom the Weierstrass second approximation theorem (Appendix B), there 

exists p a trigonometric polynomial such that
£ 

sup |z ( t ) - p ( t ) | < —  
te[-w,wj 3V 2TT

Then, 
a K  \  i ol«(0 -  p(t)|2 d t) < |

■w / O
Finally, it results

II® -  Plia = \ \ x - y  + y - z  + z -  p||a <

< ||x -  Î/H2 4- |fy -  z||2 4- ||z -  P h  < |  + |  +  ^ =  e  
O O u

If x  is complex-valued, it follows applying the above approach to Re f  
and Im f  that Sp B = L^([—7r, 7r]).
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It results th a t the series

a o 4- 52(t»n  cos n t + ß„ sin nt) 
n>l

where

converges in L^([—7T, TT]) to  x,

lim n cos k t + ßk sin fct)|a d t -- 0

In addition,

/W 00

|x ( t) |2 dt =  27r|ao |a +  7r l«n|2 +  IA>|2
■’ n=l

(Parceval’s equality).
4. Since

g’nt _|_ e  mt e «nt _  ß
cos n t = -------- ------ and sin n t — ------------

2 2

it follows th a t Sp {e*n t  | n € Z} =  L2 ([—7r,7r]) (where Z is the set of all 
integers). Hence { l/v 2 7 re ’n t  | n  €  Z} is an orthonorm al basis in L£([—TT, 71]), 
the Fourier series is £ n t Z  c »e ' n t > where

n  €  Z

converges in La ([—7r,7r]) to  x  and by Parceval’s equality

/  |x ( t) |’ d t -  27T £  |c„|a
J  *  n  =  -o o

T h eorem  4 .3 .3  Let (ttn)n  be an arbitrary sequence o f linearly independent 
vectors in the inner product space X . Then, there exists an orthonormal se­
quence (v„)n  such that fo r  each rn €  N, the linear space spanned by 
coincides to the one spanned by {Vj)i<j<m .
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Proof. Let us construct the sequence (vn )n as follows: take Vj =  Wi, 
where W] =  (l/||u !||)  Uj, and for arbitrary n G N, n > 2,

1 n - l
=  IÎ----- iïW "> w h e r e  W n =  «n  -  y  <  Un.Vjt >  Vk

Applying Theorem 4.1.3 and Theorem 4.1.4, we notice that for each n G N, 
the vector

n - l
5 2  <  U n ,V k  >  Vk,

k = l

is the closest element to un  in the linear space spanned by {v*}i<*<n _i and 
therefore wn  is orthogonal to this subspace of X . It is now clear that the 
sequence (vn )n  constructed above satisfies the requirements of the theorem.

Remark. The process used in the proof of the previous theorem for con­
structing an orthonormal sequence (vn )n  from an arbitrary sequence of in­
dependent vectors (un )n is known as the Gram-Schmidt orthogonalization 
procedure.

Definition. Two Hilbert spaces X \ and X i  are called isomorphic if there 
exists a linear mapping U from X \ onto X2 such that

< U(x),U(y) >=< x ,y  >, Vx,y G X \.

The following theorem allows us to characterizes separable Hilbert spaces 
(which frequently arise in practice) up to isomorphism.

Theorem 4.3.4 A Hilbert space X  is separable if and only if X  has a count­
able orthonormal basis B. If there are n elements in B, then X  is isomorphic 
to Kn and if there are countably many elements in B, then X  is isomorphic 
to l^ .

Proof. Suppose first that X  is separable and let (yn )n  a countable dense 
subset of X . By throwing out some of the yn s we can get a subset of 
independent vectors (xn )n which spans the same subspace as (yn )n ,

Sp{xn I n G N} = Sp{j/n I n G N},

so Sp{xn I n G N] is dense in X .■ Further, by applying the Gram-Schmidt 
orthogonalization procedure to the sequence ( in )n one obtains a countable
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orthonormal set B  which spans the same subspace as (x„)n . Thus Sp B = X , 
and by Theorem 4.3.2, it results that B  is an orthonoimal basis of X.

Conversely, if B  =  {xn | n G N} is a countable orthonormal basis of X , 
then the set

n
A = { ^ P k X k I n G N, pk = rk + isk , rk ,s k G Q}

*=i

(of all finite linear combinations of the x n with rational coefficients) is dense 
in X . Since this set is countable, X  is separable.

If B = {x*}i<fc<n> each x  G X  is 52fc=r < x ,x k > x k , so taking U : X  — > 
Kn ,

U(x) = (< X,X1 >, < X,X2 >,..., < x ,x n >)

everything is clear. Similarly, if B — {zn  | n G N}, using the Parseval identity 
it results that (< x ,x n  > )n  G 1%, Vx G X , therefore U : X  — ♦

'n

is well defined. We have to check that U preserves the inner product. Let 
x ,y  G X , so

oo
< f/(x),f/(y) >=--^2 < x ,x k > < y ,x k > = 

n=l
n n

= lim V  < x ,x k > < y ,x k > = lim < x, V  < y ,x k > x k >=< x ,y >, n—»oo '  n—»00 '
*=1 *=1

and the proof is finished.

Example. Using this theorem it is clear that all the spaces in the previous 
examples are separable Hilbert spaces. Here we have got an example of non 
separable inner-product space, the space of almost periodic functions. Recall 
that a complex valued function which is continuous on R is almost periodic 
if it is the uniform limit on R of a sequence of trigonometric polynomials of 
the form Xk real. Denote by A  the set of all almost periodic
functions. A  endowed with the usual operations of addition and scalar mul­
tiplication becomes a vector space over C. It can be shown that the mapping 
on A  x A,

1 rT ___
< x ,y > = l im  -  x(t)y(t)dt 

T-»oc / Jo
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is well defined and it is an inner product on A. Since {e*At 
uncountable orthonormal set, thus A  is not separable.

I A G R} is an

We conclude this section by exhibiting how Hilbert spaces arose naturally 
from problems in classical analysis. If x  : [—7T, 7T] — » R is an integrable 
function on [—7T, 7r] we can define the numbers

n e  N,

n e  N.

The formal series a 0 + 52n>i (a n c o s  + ßn sin nt) is celled the Fourier series 
of the function x.

The classical problem is: for which x  and in what sense does the Fourier 
series of x  converge to x? This problem, originated with Fourier (1811) has 
had a rich history, being the point of depart for an entire branch of analysis, 
the abstract harmonic analysis. The most known answer to this question is 
the next theorem.

Theorem 4.3.5 Suppose that x  : R — ♦ R is periodic of period 2ir and is 
continuously differentiable. Then, the Fourier series of x  converges uniformly 
to x.

This theorem gives sufficient conditions for the Fourier series of a function 
to converge uniformly. But, finding the exact class of functions whose Fourier 
series converge uniformly or converge pointwise has proven to be a hard 
problem. We can, however, get a nice answer to this question if we change 
our notion of ’’convergence” and this is just where Hilbert spaces come in.

Theorem 4.3.6 For any x  € LR([—7r,7r] the series

a0 +  Y7 (a n sin nt 4- ßn cos nt) 
n>l

converges to x in (LR([—7T,7r],|| ■ Ĥ ). In addition

oo
|x(t)|2 dt = 27ra% + 7T + /?’)

n=l
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Proof. We have proven (Example 3, 4.3) that B — {co, tn ,  e12, 
where

M <) = 4 = . . x 1 en \[t) =  —7= cos nt,
V7T

. x 1 .en 2 (<) — —7̂  sin nt, V7T n € N,

is an orthonormal basis in LR([—TT, 7T], By Theorem 4.3.2 it results for each 
x  e  £ R([—7T, TV] that

0 0

x —<C x, co > 4" y  , (< x, > Cni4" < x, cn2 > n̂'2) 
n=l

(the convergence of the series is in LR([—7r, 7T]). By the definition of the inner 
product in LR([—%, TT],

n € N.

If we denote

o0 =
< x,eo > <7 T. P— < <7 T. P - n

the theorem is proven. In addition, the Parseval’s equality gives

Ilx II2 — 7C“( P  ®(0 dt)2 4- Y ' — [( [  x(t) cos nt dt)2 4- ( [  x(t) sin nt dt)2], 
27T J-ir 7T J - K J -ir

thus,
rir 00

/  |x(t)|2 dt =  27TO2 4- 7T Ș2(Q n +  ßn)‘
J * n = l

4.4 Exercises
1. Let X  be an inner product space. Show that | < x ,y  > | =  ||x|| ■ ||y|| if 
and only if x  and y are linearly dependent.

2. (Theorem Banach-Saks) Let X  be a Hilbert space and (xn )n a bounded 
sequence in X . Prove that there exist x  G X  and a subsequence (xn k )k such 
that

hm H—!------3- ---------------x|| = 0
fc—»oo K
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3. Let X  be a Hilbert space and A C X. Prove that:
a) A C A1 1 ;
b) .41 1  =  Sp Ä;
c) A1 1 1  =  A 1 -,
d) If A  is a closed linear subspace of X , then yl1 1  =  >ï.
4. Let (X, II ■ U) be a normed space such that

l l i  + »II2 + Ik -  »II2 = 2(h ll2 + ll»ll2), væ.» e x

Show that there exists an inner product < •, • > on X  such that

||x|| = <  x ,x  > ^ 2 , Vx € X

(the norm is generated by an inner product).
5. Prove that (p G [l,oo)) is a Hilbert space if and only if p — 2.
6. Prove that L^([0,l]) (p € |l,oo)) is a Hilbert space if and only if 

P = 2 .
7. Show that each Hilbert space is reflexive.
8. (The Gram determ inant) Let {yi,y2, ■■■■,yn } be a basis for the sub­

space Y  C X . Prove that for x € E,

d (x ,r )  =
g(yi,y2..... ,y ,y ) \*
g (y i,y 2 ,-- ,y n ) J

and

where

0 < g (y 1 ,y 2 , . . . ,y „ )< ||y 1||2 -||y2 ||2 . . . W 1

(  < y \ ,y \> < yn ,yi > < y>yi > \

g ( y i , y 2 ....... ,yn ,y) = det

< y i,y n > 
\  < y i ; y >

< Vn > J/n > 
< yn ,y  >

< y ,y n >
< y ,y >  /

and p(p1 ,y2 ...... yn ) = det(< y ^y » ) (the Gram determinant corresponding
to {yi,y2 ..... ,yn }).

In addition, the closest element to x in Y, yx is given by

1 
yx = — -,----------------7 x

y(yi,y2,.... yn ,)
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xdet

(  < y i ,y i> < y-z,yi > < y ,y i>  \

< y i ,y n > < y2,yn >
\  yi y?

< yn ,y\

9. (Hadamard’s in e q u a lity  fo r  a determ inant) Let A — be 
an n x n matrix of complex (real) numbers. Show that

|de* 4 |2 < n É > v l ’ .
•=i

10. Write the Fourier series of the function x(t) = t2 and using the 
Parceval’s equality in L^([—7r, 7T] find the sum of the numerical series J2n >r ;• 

11. Show that the Legendre polynomial, (ç>n )n,

-  2"n!d t" ( *2

are obtained by applying the Gram-Schmidt ortogonalization procedure to 
the sequence (un )n , un (t) =  tn , n G N U {0} in the Hilbert space Lg([—1,1]).

12. Let an orthonormal basis for Lg([a, 6]). Then </>t J (i,s) =
=  ç?j(t)^j(s), i , j  = 1,2,... is an orthonormal basis for L^([a,6] X [a, 6j).
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Chapter 5

Linear operators on Hilbert 
spaces

5.1 The correspondence between sesquilinear 
forms and operators. The adjoint and its 
properties

Definition. A sesquilinear form on a vector space X  over the field K is a 
map B : X  x X  — > K that is linear in the first variable and conjugate linear 
in the second, i.e.

i) B (ax  4- ßy, z) — aB(x, z) + ßB(y, z), Vx, y, z G X , a, ß  € K ;
ii) B (x ,a y  4- ßz) =  ä ß ( i ,  y) 4- ßB (x, z), ¥  x, y, z E X , a, ß  € K .

A sesquilinear form B is said to be self-adjoint (or hermitian) if B (x,y) = 
= B(y,x), Vx,y E X , and positive if B (x ,x )  > 0, Vx E X.

Remark. An inner product on X is a positive, self-adjoint sesquilinear form 
such that B (x,x) = 0  implies x = 0 (x E X).

Remark. If B is a positive, self-adjoint sesquilinear form on X, then

0 < B(Xx+y, Xx+y) = |A|2B(x, x)+2ReX B (x ,y )+ B (y ,y )y x ,y  E X, A E K

thus, if B (x,x) 0 (or B(y,y) 0) setting here

=  B (x,y) 
B (x ,x ) '
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one obtains the generalized Cauchy-Schwarz inequality,

|fl(x,y)| < B (x ,x ) i  B (y ,y ) i , Vz,y G X

When both B (x,x) and B(y,y) are zero, the above inequality results setting 
A =  — B(x,y).

Further, suppose that (X, < • , • > )  is a Hilbert space.

Definition. A sesquilinear form on the Hilbert space X  is said to be bounded 
if there exists a positive constant M > 0 such that

|H(x,y)| < M  ||x|| ||y||, Vx,y G X

Notation. Note that the set of all bounded sesquilinear forms on X  
equipped with the usual functions addition and scalar multiplication is a 
vector space, denoted here by SB {X ). The real map on <Sß(X),

B ||B|| =  inf {M  > 0 I |B(x,y)| < M ||x|| ||y||,Vx,y € X}, 

is a norm on <S23(X). An easy computation leads to

=  sup \B(x,y)\ = sup |H(x,y)| =  sup 
IMI<i,lli/||<i ||«||=i,||v||=i l|x||/o,||v||#o Ikll ■

Next theorem is of historical interest (apart from being quite a useful 
result). It should be recalled that the spectral theory was developed by 
Hilbert (the beginning of our century) as a theory for quadratic and bilinear 
forms, but even the simplest computation with the expression of the forms 
as infinite matrices had the tendency to be very complicated. One of the 
reasons (but not only) to von Neumann’s success was his consistent use of 
the operator concept to tackle problems in Hilbert spaces.

Proposition 5.1.1 Ihere is a bijective, isometric correspondence between 
operators in B (X) and forms in S B (X ), given by T  ।— > Br, where

B r(x ,y) =< x ,T y  >, Vx,y G X

y) I 
IMI
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Proof. If T € B(X), then clearly B r  is a sesquilinear form on X . The 
boundedness of B results from

|BT (X ,!/)| =  I < x ,T y  > I < ||T|| • ||x|| • ||y|| , Vx.y G X , 

thus IIBr|| < H'T’II . On the other hand, inserting x ~-+ Ty  in the definition 
of Bp we obtain

||Ty||2 =  \BT (Ty,y)\ < ||BT || • \\Ty\\ ■ ||y||

which implies that ||Br|| < ||T’||- It follows ||B r|| =  ||T||.
We have only to see that the mapping T  i—♦ Br  is onto. For B  in SB (X ) 

and y G X  let us consider the functional on X , defined by

= ß (®>!/)> x e X ,

which, evidently is in X *. Applying to it the Riesz lemma, we obtain a unique 
element in X , Ty, such that

4 e (x) = <  x ,T y  >, Vx G X  and ||/* || =  ||Ty||

The map y i—♦ Ty  is linear, as it results by

< z ,T (a x  + ßy) >= f ^ p / z )  = a x  + ßy)

— ăB (z, x) + ßB (z, y) = ă  < z, T x  > +ß < z ,T y  >
=< z ,a T x  + ßTy > Mx, y, z G X, a, /3 G K

Moreover,
||Ty|| =  | | / ß | |= s u p  |B(x,y)| < ||B|| • ||y||, 

M=i
therefore T  is bounded. As B(x,y) = <  x ,T y  >, Mx,y G X, the proposition 
is proven.

C orollary 5.1.1 Let T  be a linear operator on X . Lhen, T  is bounded if 
and only if there exists a constant M > 0 such that

I < x ,T y  > I < M  ||x|| ||y||, Mx,y  G X

In addition, 
||T|| =  sup |< x , T y > |  =

1 . rr, I I < x,Ty > I=  sup I < x ,L y  > I =  sup =
M = 1 ,||V ||= 1  ||z ||/O ,||v ||/O  | | z | |  • H l/ll

= inf {M  > 0 I I < x ,T y  > | < M ||x|| ||y||, Mx,y G X}
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Proof. It follows by the equivalence, T  E B(X) O  Bp E SB(X).

Remark. Since | < y ,T x  > | = |< T x ,y  >| — | < T x ,y  > | the statement 
of the previous corollary can be rewritten: 71 E B(X) o  3M > 0 such that 
I < T x ,y  > I < M |)x|| ||y||, \/x ,y  E X.

Theorem 5.1.1 ( The H e llin g e r-T o e p litz  theorem) Each linear operator 
T  on a Hilbert space (X, < •>• >) satisfying < x,7 'y >—< T x ,y  > for all x, 
y in X , is bounded.

Proof. We will prove that the graph of T  is closed. Suppose that 
(in)n  — ♦ æ and (Txn )n — ♦ y. For any z E X ,

< z ,y  > —lim< z ,T x n >=lim < T z ,x n >—< T z ,x  >—< z ,T x  > n n

Thus, y = T x  and the graph of T  is closed. By the Closed graph theorem it 
follows that T  E B(X).

Theorem 5.1.2 7b each T  E B (X ) there is a unique T* E B(X) such that

< T x ,y  >=< x,T*y >, Vx,y E X

In addition ||7n|| — ||T'*||.

Proof. For arbitrary T  in B (X ) we consider the sesquilinear form

(x,y) T x ,y  >

which clearly is in SB (X ). By Proposition 5.1.1, it follows that there exists 
an operator, T* E B(X} such that Bp~ =  B, i.e.

< T x ,y  >=< x ,T ’y >, Vx,y E X

Moreover, ||B r-1| =  ||7” ||, and on the other hand

IIBT-II =  inf {M  > 0 I |BT -(X ,1/)| < M ||x|| M .V x .y  E X} =

=  inf {M  > 0  I |(Tx,y)| < M ||x|| ||y||,Vx, y E X} =
= inf {M  > 0 I |(x,7’y)| < M  ||x|| ||y||, Vx,y E X} = ||7’||
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Definition. The operator T* € ß(X ) enjoying the property

< T x ,y  >—< x,T*y > Vx,y G X,

is called the adjoint of the operator T. We say that the operator T  is self- 
adjoint if T  — T*.

The set of all self-adjoint operators on the Hilbert space X  will be denoted 
further by A (X ).

Remark. I f  A is a self-adjoint operator, it is easy to see that for each x  6 X , 
< A x ,x  >G R. Moreover < A x ,x  > €  [— ||A||, ||.4||], Vx G X  with ||x|| < 1.

Notations. For A a self-adjoint operator, denote

mA — inf < Ax, x  > and MA = sup < Ax, x > 
M<i ||x||<i

Examples. 1. If T  G 23(K"), T  ~  (^ij)i<ij<n, then, T* ~  where
a îj — ăjî> thus the matrix of T* is the adjoint of the matrix of T.

We remark that the terminology introduced in the above definition is 
the same terminology as the one developed in linear algebra. Thus, T  is 
self-adjoint if its matrix is an hermitian matrix.

2. Let T  be the operator on Z£ defined by T((£n )n) =  (\»£n)n, (€n)n € 
(where (An )n  G I*).

By Example 2 in the section 3.1, T  is well defined and T  G H(ZR)- The 
adjoint of T  is defined by T ’((^„)n ) = (An £„)n .

Indeed, we have for en  —

Tcn ,en  > < An en ,en  > < cn ,An en  >,

thus 71*'(en ) =  An en . Then,
oo oo oo

7 ” ( ( € n ) n )  =  T * ( £ € n e n )  -  E e „ 7 ’*e „ =  =  ( W ”

n = l  n = l n = l

The operator T  is self-adjoint if and only if (An)n  C R.
3. Given the infinite matrix where < °°> define

the operator A on Z .̂by
OO

J= I
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Since
OO OO OO OO

E M  • K>l (EM 2)’(E ici2)t
>= i j = i  j = i  > - i

it results that
OO OO /  OO OO \

Il■''(«,).iP=El E “Al2 < E E i“vi! »AMI2,
•=1 j = l  \« = 1  J=1 )

so A E and
OO OO

Mil2 < E E  IM2
i = l  j = l

Note that the condition IZjli la o |2 < 0 0  >s  not a  necessary condition 
for A to be bounded (since, for example the identity matrix, does not satisfy 
this condition and gives rise to A — I).

Taking in the standard basis, {en  | n G N},

%  =< Aej, e ,  >

since

and

< A 'ej, ßj > = <  C j, Ae, >— a y ,,

0 0 0 0  0 0 0 0

E E  IM2 = EEK I2-
1=1 > = i »=1 , = i

it results that the adjoint of A, is the operator defined by the infinite matrix

We have to notice that this operator is compact. To show that , let us 
consider for each n G N, the operator A n  on , defined by

J = I J = I J =I

where a  = (&)< € Zj. Since A, is of finite rank it is compact. In addition,
0 0 0 0  0 0 0 0

IH-All’ s E  El“«l2+ E El“ol2 —0
t = n + l j = l  j = n + l i = l

Thus, by Theorem 3.5.1, A G ZC(l^).
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4. Let k G L^([a,6] X [a, b]) and define the operator T  on /.^([a.b]) by

■b
x G L^([a,b])

Ja

The integral exists since for each t, k(t, s)x(s) is Lebesgue measurable on 
[a, 6] and by, Cauchy-Schwarz inequality,

Thus,

By Fubini’s theorem,

where

\k(t, s)|2 ds

It follows, that

Notice that this operator is compact too.

X E LK

Hence T  & B(L^([a, 6])) and

k(t, s)x(s) ds I y(t) dt =

Theorem 5.1.3 (P roperties  o f the ad jo in t) Foi'T, V  G B(X) anda;ß  G 
G K, we have
1) (aT + ß V )' = a l"  + ß V \
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2) (T V)* =  V’T ’;
3) T** =  T;
4) ||T *T || = M l2;
5) T  is invertible in B (X ) if and only ifT* is invertible in B(X)-, in addition 

= (T - 1)'; _____
6) Ker T* = (T(X ))x  and (Ker T )x  =  T ’(X);
7) T  G /C(X) if and only ifT*  G X(X).

Proof. In order to prove the first three properties, we shall use the corre­
spondence between sesquilinear forms and bounded linear operators on X .

B ( a T ^ß V y (x ,y )  =< x ,(a T  + ßV)*y >=

=< (aT  4- ßV fx , y >= a  < Tx, y > +ß < Vx, y >=

= <  z,ST*y > +  < x,ßV *y >= B {- T . ^ v .}(x ,y), Vz.j/ G X, 

thus 1) holds. For 2), we have

#(TV)’(æ,y) = <  x, (TV)* y >=< (T V )y ,x  >=

=< V (x),T*y >=< x,V*T*y >= B v .T ßy), Vx,y  G X
The third property results from

BT .. (X, y) =< x, ((T)*)*y >=< T*x, y > = < y , T*x > =

= < T y ,x  > =< x ,T y  >= BT (x,y), Vx,y  G X

Further, we prove 4). Clearly,

IIT-TII < ||T * || • ||T|| =  ||T||2

On the other hand, for each y G Y,

i m | |2 = <  T y ,T y  >=< y,T*Ty ><  ||y||2 ||T-T||,

therefore ||T|| < ||T*T||.
T  is invertible in ß(X ) if there exists in ß(X ) an operator, (denoted by 

T - 1 ) such that T  T~ l  =  Z, T  ^T = I, (where I  is the identity operator); 
hence, using 2), it follows ( J 1- 1)*^* =  J , T 'Ç T 1)* = 1. These equalities are 
equivalent to the existence of the inverse of the mapping T*, the inverse of 
it being ( T - 1 )*. As T~ l G B(X), we have also that (7’ *)* G B(X).
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For 5), from the defining identity < T x ,y  >=< x,T*y  > we see that if 
y G Ker T*, then y G (T(X ))1 . Conversely, if y G (T(X))1 , then T*y G 
G X 1  =  {0}. The other relation can be proven similarly.

7) Suppose T  is compact and let (xn )n  a sequence in X , ||xn || =  1- Since, 
TT* is compact (Proposition 3.5.1), there exists a subsequence (xn <)n < 
(xn )n  such that (TT*xn «)n < converges. Then, for arbitrary n ,m  G N,

II = < 7 T '( i„ .  - z „ .  > <

< l|ÏT -(x„—  Xm .)|| ■ ||X„. - X m .|| < 2 ||r r -x „ . -T T X ..I I ,

which means that (T*xn <)n > is Cauchy, thus, by the completeness of X , con­
vergent.

5.2 The numerical radius

Definition. For each T  G B(X) we define the numerical radius of T  by

|| |T || |= s u p  |< T x , x > |  
ll«ll=i

Remark. It is obvious to show that the numerical radius can be calculated 
with

Ills’ll! =  sup I < T x,x  > I =sup 1 <  >  !
|I®||<1 | | x | |

Theorem 5.2.1 Let X  be a complex Hilbert space. Then, 
1) The real mapping T  i— * |||T’||| o n  B (X ) is a norm;
2) For eachT E B(X),

< IIITIH < ||T||

3) For each T  G B(X), ||T2 || < ||T ||2 .
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Proof. First we will prove the second assertion. By the Cauchy-Schwarz 
inequality we have

I < T x ,x >  I < ||7 M -lk l l ,
thus I < T x ,x  > I < ||7’|| • ||x||2 , which implies that |||T ||| < ||T||.

In order to obtain that ||71|| is dominated by 2 • |||T |||, we consider at the 
beginning the identity

< T(x + y ),x  + y > — < T(x — y ),x  — y >— 

=  2 < T x ,y  > +2 < T y ,x  >, x ,y  G X

If x  and y are unit vectors, using the above identity and the Parallelogram 
law, one obtain

2| < T x ,y  > + < T y ,x  > | < |||T ||| ( ||x + j/||2 + ||x -  < )  =

= 2|||'T|||(||X||2 + M 2)=4|||T |||
Therefore, Re(< T x ,y  > + < T y ,x  >) < 2|||ZP|||. If one inserts here y 
~-+ ( l/ ||7 ’x||)71x, we have

(*) IM  + Rew < T 2x ,x  >< 2 |||7’|||, Vx G X , ||x|| =  1

Further, if | < T 2x ,x  > | = etä < 712x ,x  >, zfyGC such that 72 = 9. As the 
previous inequality holds for each T  G ß(X ), it is valid also for T  :

ll'Tæll + Re < 7
2T 2x ,x  > <  2 |||7’|||, Vx G X, ||x|| = 1

Thus we have obtained that

l|Tx|| +  - ï - l  < T 2x ,x  > I < 2 1117’HI, Vx G X, ||x|| = 1, 
W1  *11

which implies ||Tx|| < 2 |||T |||, Vx G X, ||x|| = 1, so ||T|| < 2 |||7’|||.
Now, 1) is clear because evidently, 71 i— » IHT||| is a seminorm and if 

|||T ||| = 0, by 2), IIT’H = 0, therefore T  = 0.
In order to prove 3) we observe that

ll'r i | l + |i7̂ iil< 7”X,I>|S2|l|r|ll<=>
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<=> O < 2 |||71||| • ||7'x|| -  ||Tx||2 -  | < 7’2x ,x  > | 
So, if we continue to calculate in the right-hand side, we have

0 < - ( || |7 '| | | -  ||7x ||)2 + IIIT’IH2 -  I < T 2X ,X > I <

< | | |T | | |2 - | < T 2X, X > | ,  VX E X, ||x|| =  1 
which implies

I < T2x ,x  > I < lll'THI2 , V x € X , ||x|| =  l 

and ends the proof.

Corollary 5.2.1 Let X  be a Hilbert space over the field K (X =R, C ) and 
A a self-adjoint operator on X . Then, ||A|| =  |||A |||.
Moreover ||A|| =  max{|m.4|, |

Proof. The equality (*) in the proof of the previous theorem holds for 
each T  € B(X). If we set here T  A, since A = A* we have,

M  + ÎTTTÏÏ1 • = =■ 15  2 6 x ’ 11x11 =Il/IXII
whence ||/4x|| +  ||Ax|| < 2 | | |J4|||. Consequently, ||A|| < |||/1|||, which com­
bined with 2) of the Theorem 5.2.1 shows that ||A|| =  |||A |||.

Corollary 5.2.2 Let X  be a Hilbert space over the field K (K =R, C ) and A 
a self-adjoint operator on X  such,that < A x ,x  > =  0, Vx € X. Then >1 = 0.

Proof. If < A x ,x  > =  0, Vx € X  it follows that |||>1||| =  0, so ||4 || — 0.

5.3 Some special classes of operators on 
Hilbert spaces

5.3 .1  Norm ed op erators, u n itary  operators

Definition. T  G B(X) is said to be normal if TT* = T*T.

Remark. Obviously, each self-adjoint operator is normal.

Proposition 5.3.1 Let X  be a complex Hilbert space and T  € B (X) a nor­
mal operator. Then, |||T ||| =  ||7n||.
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Proof. Since T  is normal, for each n € N, (7’7’*)" =  7’"(T*)". Then, 

F f  =  (||T T -||!)S- =  (||7T -||’" ) i  =  I I P T - n *  = 

= l|T1“(T-)î - | | i  =  ||T î -(T ’- ) - | i  =  ||T’"||

By the Theorem 5.2.1, it follows that ||T2"|| < 2|||7’2"|||, and applying the 
same result, 3) we have finally that

l |T F  <  2HITIII1" ||T|| < 2 * |||T |||,  Vn e  N,

whence ||7’|| < |||7 j||. As we have also |||7 j|| < ||T ||, the proposition is proven.

Proposition 5.3.2 Let T  be m B(X). Then, the following statements are 
equivalent:
1) T  is normal;
2) ||Tx|| =  ||r*x||, Vx € X .

Proof. 1)=> 2) results by

||Tx||2 = <  T x ,T x  >=< x,T*Tx >=

=< x ,T T *x >=< T *x,T ’x  >— ||T*x||2

In order to prove the converse, we recall that it is enough to show that 
< (TT* — T*T )x,x  > =  0, Vx € X  , because TT* — T*T is self-adjoint 
(Corollary 5.2.2). By 2), we have

< (7T* -T * T )x ,x  > = <  7T*x,x > -  < T*Tx,x  >=  ||Tx||2 -  ||T*x||2 =  0,

Definition. A unitary operator is a map of X  onto itself such that

< U x,Uy >=< x ,y  >, Vx,y G X

Remark. Each unitary operator U on X  is linear and continuous, so U is 
in B(X). First we check the linearity of U. Let t be arbitrary in X ; since 
U is onto, there exists z € X  such that U(z) = t. Then, everything is clear 
from the next computation.

< U(ax -I- ß y),t >=< U(ax + ßy),U z >=< ax + ß y ,z  >—

= a < x, z > +ß < y, z >= a < U x,U z > +ß < Uy, Uz >=
=< aU x,t > + < ßU y,t >=< aUx -I- ßU y,t >, Vx,y G X ,a ,ß  E K
Continuity of U obviously results from the definition if in the equality 

< Ux,Uy >=< x ,y  >, Vx,y E X , we set x = y. Moreover, ||17|| =  1.
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Proposition 5.3.3 Let U be in B (X ). 77ie following are equivalent:
(1) U is a unitary operator;
(2) U is onto and ||t/x|| =  ||x||, Vx G X;
(3) UU* = U*U = I-
(4) U* is a unitary operator.

Proof. Clearly (1) => (2). It follows from the Polarization identities that 
an isometric map preserves the inner product, because

3 3
4 < U x,Uy > =  52i* ||t/(x  + z*y)||2 =  ^2 i*||x + i fcy||2 =  4 < x ,y  > ' 

k=0 Jt=O

(and similarly in the real case), so (2) (1).
From (1) U is onto and injective, so 3U~1 such that UU~l — U~l U — I. 

On the other hand

< Ux,Uy >=< x ,y  > <=> < x ,U 'U y >—< x ,y  >, Vx,y G X, 

therefore, U*U — I. As U is onto, it follows that U~l — U*, so (1) => (3). 
The converse is clear, since (3) means in particular that U is onto and, in 
addition

< U x,Uy >=< x,U*Uy >=< x ,y  >

Now, if U* is unitary, then, taking into account that (1) <=> (3),

U*(U*Y = ([/*)*£/* = / ,

i.e. U'U = UU* = I  U unitary.

Remark. Note that the product (composition) of unitary operators is again 
unitary, so that the set U (X) of unitary operators on X  is a group (a sub­
group of the general linear group Ç £(X) of invertible operators in B(X)).

5.3.2 Positive operators, the square root of a positive 
operator

Definition. An operator A  G A (X )  is said to be positive (written A > 0) if 
< A x ,x  >> 0, Vx G X.
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The set of all positive operators is denoted by A  i(X).

R em arks. 1. If T  G B(X), then the operators TT* and T*T are clearly 
positive.

2. For A, B in A+(X), their sum, A 4- B is also in A + (X).
3. If A € A f(X ) and t > 0, the operator tA  G A + (X).
4. If both A and — A  are in A+(X), then A = 0. Indeed, If A and — A 

are in A + (X), then < A x ,x  >= 0,Vz G X , so x  =  0.
5. We will order A (X )  by

Ai < A2 A2 — AI G A + (X).

(A (X ),<) is a partial ordered set. We note that, if A i, A2 € A + (X), and 
Ai < -A? then ||Ai || < ||y42 ||- This follows from

Ai < A2 <=>< A ix,x > < <  A 2x ,x  >,VX € X  <=> |||A]||| < |||A2 |||.

6. For each A G A + (X) , the sesquilinear form corresponding to it 
(Proposition 5.1.1) is positive self-adjoint, so we have the generalized Cauchy- 
Schwarz inequality,

I < A x ,y > I < <  A x ,x  > ’ < A y ,y >$, V z,j/G X .

(Let us make the convention to call this inequality the Cauchy-Schwarz in­
equality corresponding to the positive operator A).

We add that, if we set in the above inequality y — Ax, it results

||Az|| < IlA||5 < A z,z > i ,  Vz G X.

T heorem  5.3.1 Let (An )n  be a sequence in A(X) with the following pro- 
pt rties:
1) An < A>+i, Vn;
2) 3B G A(X) satisfying An < B, Vn.
Then, there exists A G A(X) such that for each x  G X, An(x) — » A(z), as 
n —► 00, (the sequence (An)n converges pointwise to A).
Moreover, A  =sup An-
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Proof. We may evidently assume that (An )n  C j l + (X) (otherwise, we 
replace in the next arguments An by An — A J. For arbitrary fixed x  G X, 
consider the real numerical sequence (< A„x,x  >)n and notice that it is 
upper bounded (by < B x ,x  >) and increasing. It results that this sequence is 
convergent, fact which enables us to show that (An x)n  is a Cauchy sequence in 
X. Consequently, for m, n G N, m  > n, using the Cauchy-Schwarz inequality 
corresponding to the positive operator A,n — An, we derive

|| An® -  Anæ||4 =< (An ~ A)®, (An ~ A)® >’ <

<< (An A>)®>® > ' < (An Ai) (An ATi)x
<< (An -  A)®,® > -||An -  AH*- ||(An ~ A )® |f

It follows,
IIAnZ -  A x ||2 < 2||B|| < ( A -  An)x,X >,

therefore ( A x)n  is a Cauchy sequence in the Hilbert space X . Then, there 
exists A(x) — lim A (A J; clearly, as the pointwise limit of a sequence of 
self-adjoint operators is itself in A(X) and as

< AnX, x  ><< An +mX,x >, Vn,m

it results that A  is an upper bound of (Ai)n in A(X). If C is an other upper 
bound of this sequence, we have < A®,® > < <  C x ,x  >, whence, as n —» oo, 
A < C; this means that A  =sup A - 

n

T heorem  5.3.2 Let A ,B  be in A + (X) such that AB = BA. Then AB  G 
G A + (X).

Proof. Take A G A + (X), A  0 (if A = 0 everything is clear). Let us 
define inductively the sequence of operators (A )n  by

A' MIIA ’ A n 11 — An An, Vn > 2

The sequence of continuous operators (Ai)n has the following properties: 
l ) 0 < A „ < / ,V n ;
2) A H  = HA.Vn;
3) A x  = , A2

n x, Vx G X.
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Let us suppose that we have already proven that the sequence (An )n 
enjoys the above properties. Then, Vx E X

oo oo
< A B x ,x  > =  MH < £  A ^ x ) , x  > MH < £  An BAn x ,x  >= 

n=l n= 1
oo

= Mil £  < B ^ x  An x  0 
n=l •

and the proposition is proven.
Now, we show that (An )n  has the properties l)-3). We prove 1) by induc­

tion (with respect to n). If n = 1 by the previous remarks 3), 0 < y4i- Since 
Mil — |||A |||, < A x ,x  >< Mil < >, € V  thus Ai < 1. Further, we
suppose that 0 < A^ < 7, and we have to obtain 0 < A „n < 7. This follows 
from

7 -  A„+1 =  7 -  A„ + A2 =  (7 -  A J  + A2

and
4 „ +1 =  A„ -  A2 =  A„(7 -  A„)2 + (7 -  A„)A^

taking into account that the sum of two positive operators is also a positive 
operator and that the operators 7 — An, A 2 , A,t (I — An)2 , (7— An )A2 are 
positive. An easy computation shows that indeed, An (7 — A,,)2 , (7 -- AJA^2 
are in A + (X ):

< A„(7 — An )2x ,x  >=< (I — An )An (7 -  An )x ,x  >— 

= <  An(7 -  A„)x, (7 -  A„)x >> 0
and 

< (7 Ai)A^X,X > — < An (7 Ar()AnX,X > — < (7 An)AnX,An X >> 0 )

The property 2) can be easy checked also by induction, using the assump­
tion AB = BA. For 3), we have, inductively,

Ai — Aj + A 2 — A3 +  A2 + A2 =  *£ A2 + An-t-j, Vn E N, 
fc=i

Then,

£ A 2 = AI - A „ +1 < A,, V n€N . 
k=l
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Thus the sequence (52k=i A^)n  is increasing and bounded, so by the Theorem 
5.3.1, for each x  € X , the series 52k>i A 2x  converges in X.

On the other hand, from the above inequality, we also have for each x E X

52 H4t*ii2 = 52 <  A »x ’ A *x  > =  52 < A kx <x  > =

fc=l k=l *=1
n

= <  52 A 2x ,x  ><< A iX ,x >,
fc=l

so, it results that the numerical series J2kX=i ||Atx||2 >s  convergent. Therefore, 
for each x E X ,

lim A„x — 0n->oo
But, n

A ix  =  52 A*x +  A i+ ix, Vn € N.
fc=l

As n —» oo, it follows that A\X = $2kii A țx, and 3) is proven.

Theorem 5.3.3 (Square roo t theorem) To each positive operator A E 
E -4+ (X) there is a unique positive operator B E >1+ (X), (called the square 
root of A ) satisfying B 2 = A. Moreover, B commutes with every bounded 
operator commuting with A.

Proof. If A  =  0, we can evidently take B  =  0. We assume further that 
A 0. Then, there is no loss of generality assuming that ||A|| =  1 (since, 
otherwise, we may consider the operator (1/||A||)A and if its square root is 
B ', the one of A  is obviously v/||A|| ■ B ) .

We define inductively a sequence of operators by

B j= 0 ,  Bn+ 1  =  B„ + J ( A - B 2 ), n > l

and we proceed by induction with respect to n in order to establish that 
(Bn )n is a bounded increasing sequence of self-adjoint operators. Indeed, 
clearly B\ = 0 € X(X), and, assuming that Bn  E A (X ), Bn + i is also in 
A (X )  because it is sum of two telf-adjoint operators. Now, we see that 
Bn  < I , Vn. This results from

I  -  B„,, -  I  -  B„ -  k  +  |B* -  |(Z  -  Bn )’ +  | ( /  -  X) « A 4W *
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since 1 — A > 0. Suppose that Bn i < Bn  (n > 2) and compare Bn with 
Bn + 1 .

-  Bn = Bn  + -  B ‘<) -  Bn ! -  -  B'l ,) =z z

=  B„ -  Bn  1 -  | ( B 2 -  B2 ,) = 
z

-  (Bn  -  B„- r ) |[ ( /  -  B„) +  ( / -  B ,^ )]  > 0, 
z

(we have used Theorem 5.3.2 since the operators

(B „ --B n I )a n d  [(7 -  Bn ) + (/ - Bn ,)]

evidently commute, so satisfy its hypothesis).
It follows, by Theorem 5.3.1, that there exists B E A  । (20 the pointwise 

limit of the sequence (Bn )n . For arbitrary fixed x E X,we have

IIB 2
n x -  B2x|| < ||Bn (Bn x) -  B(Bz)|| =

=  ||B„(Bn x) -  B„(Bx) + Bn (Bz) -  B(Bx)|| <

< IIBJI • \\Bn x  -  Bx|| + ||Bn (Bx) -  B(Bx)|| — > 0

which shows that B 2x — > B 2x, as n —> oo. Then, passing to the limit with 
respect to n in

Bn + 1  =  Bn  +  | ( 4 - B 2 ), 
z

it follows that B 2 = A.
We prove further that the operator B constructed above is the unique with 

the property B 2 = A. If C  is an other operator in A t  (X) satisfying C2 = A, 
we claim that it commutes with B. This can be proven by induction, as it 
results from the next computation (because AC = CÄ) :

C ß„+1 =  CB n + ^(CA -  CB 2 ) =  Bn C + J(AC -  B 2C) = Bn i l C 
z z

Now, in order to show that Cx — Bx, Vx € X , because of

||Cx -  Bx||2 =< (C -  B)x, (C -  B)x > = <  x, (C -  B)2x >
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it is enough to establish that (C — B)(C — B)x — 0. Taking into account that 
C and B  are in >1+ (X) and commute each other, and denoting (C — B)x  by 
y, we have

0 <<  Cy, y > + < B y ,y > = <  (Ö +  C jy ,y  >=

=< (B  + C )(ß  -  C)x, (B -  C )x  > = <  (B2 -  C2 )x ,x  > =  0

Therefore < C y,y  > =  0 and < By, y >= 0. But, by the Cauchy-Schwarz 
inequality corresponding to the positive operator C, and similarly to B, it
results

||Cy||2 = <  C y,C y ><< C y,y  > ’ < C2y,C y >^=  0,

that implies Cy = By — 0, and, finally (C — B)y =  0 (the desired equality).
In order to end the proof, we have to notice that if T  is a bounded 

operator which commutes with A, then, clearly, by the defining relation of 
the sequence (Bn )n , it follows that T B n  — Bn T, so for n —* oo, T B  — BT.

5.3.3 Projections, partial isometries. The polar
decomposition of a bounded operator

Definition. A bounded operator P  on X  is said to be a projection if P 2 =  P. 
An orthogonal projection is a projection satisfying P* — P.

Convention. Since orthogonal projections arise more frequently than non- 
orthogonal ones, we normally use the word projection to mean orthogonal 
projection. So, further, P  G B(X) is a projection if P 2 =  P  and P* — P.

Remark. Each projection is a positive operator. This results from

< P x ,x  >—< P 2x ,x  >=< Px, Px >— ||Px ||2 , Vx G X

Notation. Let Y  be a closed subspace of X . By the projection theorem, 
each x  G X  can be uniquely written x — Xj +  x?, with Xj 6 Y  and x% G Y 1 . 
Let Py be the operator on X  defined by Py(x) — Xy

The next theorem sets up a one to one correspondence between projec­
tions and closed subspaces.

Theorem 5.3.4 For any closed subspace Y  of X , the operator Py is a pro­
jection. Conversely, for each projection P there is a closed subspace Y  of X  
such that Py =  P .
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Proof. We see first that Py G Z?(X). Let x ,y  be in X , so x = X\ 4- x2 ,l 
y =  yi + 1/2 with X], j/i G Y, x2 , y2 E V1  and a, ß  G K. Since Y  and V1  are 
subspaces, OX] 4- ßyx G Y  and a x 2 4- ßy2 G Y l . Then,

PY (ax  4- ßy) = axj +  ßy x = aPy(x) 4- ßPy(y)

which means that Py is linear. The continuity results from

||Py(x)||2 =  ||x1 ||2 < | |x 1 ||2 + ||x2 ||2 = ||x | |2

In addition we have

P 2 (x) =  Py(Py(x))= :Py(x 1) - X 1 -P y (x )

and
< -Py(æ),y > = <  4-y2 > =

= <  Xi 4-x2 ,yi > 4- < x j,y 2 > = <  x,Py(y) >

Therefore, Py is a projection.
Conversely, for P  G A (X ), satisfying P 2 =  P, let us denote by Y  the 

subspace P(X ). Notice that Y  is closed. Indeed, let y G Y  be, thus there 
exists (xn )n  C X  such that P x n  — » y. Then,

y =lirn P x n  =lim P (P x n ) = P(lim Px„) = P(y),

so, clearly, y G Y. We conclude that Y  = Y  .
Further, we show that P  =  Py. For an arbitrary x in X , x  — Xi 4- x2 , 

X! G P (X ), (xi =  Pz, z G X), x2 G P (X )1  =  Ker P  we have

P(x) =  P(Pz  4- X2 ) =  Pz  4- P x 2 — Pz  =  X] =  PyX

Remark. For each closed subspace Y , the operator Py defined above is 
called the projection onto the subspace Y , so any projection is the projection 
ontn its own image.

Definition. An operator V  G B(X) is said to be a partial isometry if

IlVx|| =  ||x||, Vx G (Ker V)1

(Ker V')-1 is called the initial subspace of V  and V(X), the final subspace of 
V.
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A partial isometry whose initial subspace coincides to X  is an isometry of 
X .

Remark. If V  is a partial isometry, the operator V  : (Ker y ) x  — ► 
is an unitary operator.

Examples. 1. Clearly, each projection is a partial isometry. More generally, 
if V € 2?(X) such that V*V = P  for some projection P, then we see from 
the relation || Vx||2 =< P (x ),x  >— ||x||2 , that V  is isometric onto P (X ) and 
0 on P (X )1 , so y  is a partial isometry with the initial subspace P (X )1  and 
final subspace P(X).

2. If X  is a separable Hilbert space with orthonormal basis {en  | n € N}, 
the unilateral shift operator,

oo oo
* 5 (5 2  ^n^n) =  5 2  4 1

n = l n = l

is an isometry of X  onto the subspace (Sp e j  1 , and its kernel is Sp Con­
sequently, S' is a partial isometry. We see from this example that, contrary to 
the case of finite-dimensional Hilbert spaces, in infinite-dimensional Hilbert 
spaces one may have isometries that are not unitaries (because they are not 
surjective).

Next theorem will make clear the relationship between projections and 
partial isometries. Moreover, it shows that the set of partial isometries on 
a Hilbert space has a particular algebraic structure under the multiplication 
(composition) of operators.

Theorem 5.3.5 For V  E B (X ), the following are equivalent:
(1) V  is a partial isometry;
(2) V*V is a projection;
(3) W *  is a projection;
(4)V V *V  = V;
(5) V ' W  =  V*;
(6) V ’ is a partial isometry.

Proof. If V is a partial isometry, then we show that V 'V  is the projection 
onto the subspace (Ker y ) 1 . First, if x  is arbitrary in X , x  = X] + x2 , 
where Xj 6 Ker V and x2 € (Ker y ) x , so (y*y)x = (y*y)(xj + x2 ) = 
— (IZ ’F )X2 . We have only to see that the restriction of V*V to (Ker If)1
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is the identity opeiator un (Kei V )1 , or equivalently, since V’V — 1 is self- 
adjoint. (V’*V /)x ,x  > =  (J, Vx G (Ker V )1 which is clear since V
is a partial isometiy. Conversely, if V’V is a projection, then V 'V  is the 
projection onto the subspace V*V(A). By

V‘V(A) -  VVȚÂ) =  (Ker V’V)1  =  (Ker V )1

it results that for each x G (Ker V )1 ,

||Vx||2 —< Vx, Vx >—< x, V 'V x  > - <  x ,x  >,

so indeed V is a partial isometry. We have seen that (1) <-> (2).
Suppose now that V’V is a projection, and prove that VV* is also a 

projection. This means, since VV* is clearly self-adjoint to verify that 
(VV*)2 =  VV’, i.e.

V(V’V -  l ) V 'x  -  0, VxGX,

OI , equivalently, (V’V —/)V*x G Kei V, Vx G X. As Ker V — Kei VV’, to 
check the above inequality means to check

V’V(V’V -  y)V’x -  0, Vx G A,

or, equivalently
V V V ’VV’x -  VV’V’x, Vx G A

This is true, since V’V is a projection; thus, (2) (3). Similarly, (3) => (2).
Now, we prove that (2) > (4) For arbitrary x  in A, x x t q x2 , where 

X] G Kei V =  Ker V‘ V and x2 G (Ker V)1  = V’V(X)

VV’Vx =  VV*Vx2 -  Vx2 -  Vx

Conversely, we have

(V’V)2 =  (V’V)(V’V) =  V’(VV’V) -  V'V,

therefore VV* is a projection.
Similarly, (3) <=> (5). Intertwining the role of V with V*, it is clear that 

the statement (6) is equivalent to the others.
Next, we will prove the polar decomposition theorem which is an ana­

logues for operators on Hilbert spaces to the decomposition of each complex 
number z as z — |z| e‘ arg *.
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Theorem 5.3.6 (P olar decomposition theorem) To each operator T  in 
B (X), there exist the operators A, V in B(X) with the following properties: 
1) T  =  VA;
2) A G A (X )
3) V is a partial isometry;
4) Ker A  =  Ker V;
5) A, V  are unique satisfying 1) — 4).
Moreover, V(X) =  T(X).

Proof. As T*T  G >1+ (X), one may consider its square root, A G >1+ (X). 
Clearly, ||Ax|| =  ||Tx||, Vx G X  and Ker A = Ker T. On the subspace of X , 
A(X), we define the map Vo : A (X ) — * T(X), by

K(Ax) — Tx, x G X ,

(which is well defined because Ker A = Ker T). Since Vo is linear and bounded 
we may extend it by continuity to A(X), so let us denote by Vj this extension, 
Vj : A(X) — + T (X ). It results that for y G A(X), y =lim Axn ,

V (y)  =lim V0 (/lxn ) =lim T x n

Next, we define on X  a linear operator, V such that

,z  f ^i(y) yG A (Ä )
( 0  if y G A (X ) =  Ker A

which is bounded since, for each x G X , x  = y + z, y G A (X ), z G A(X) = 
— Ker A,

||V x |M |V (y  + ^)|| =  ||V1(y)|| <11̂ 11-112/11
In addition, V(X) =  T (X ).

We will show that Ker A = Ker V. By the definition of V, Ker A C Ker V. 
For the converse inclusion, let x G Ker V, x = y + z, y G A (X ), z G A(X) = 
=  Ker A, so Vy = 0. As Ax — Ay, we have only to see that, to each y G A(X) 
with Vy — 0 it results Ay — 0. Thus, consider y =lim Axn . We have n

o = Vy — V (y) =lim Vo(Axn ) =lim T x n , 

therefore converges to Ü. On the other hand, ||A rn || = ||Txn ||, which 
combined with T x n — ♦ 0 and Axn — > y, proves that y =  0, so Ay = 0.
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Finally, for y G À (X ) — (Ker yl)1 , y =lim A rn ,

l|Vy|| =  HVjj/ll =lim IIVo (Ax„)|| =lim ||Txn || =lim ||Ar„|| =  ||j/||

and
V Ay = Vx Ay = VoAy = Ty

We conclude that the operators A, V  have the properties 1) — 4). If B, W are 
other two operators with the same properties, W"W  is the projection onto 
(Ker IV)1  =  B (X )  and also T  = W B. Then,

A2 =  T ’T =  (W B)*(W B) = B*(W‘W )B =-- B2

By the uniqueness of the square root, it follows that A = B. Using further 
that W A  = VA, we have that the partial isometries W, V  coincide on their 
initial subspace, A(X'), so, everywhere.

Remark. The preceding result (due to von Newmann), enables us to regard 
the partial isometry V  as a generalized ’’sign” of T  and A  as the ’’absolute 
value” , of T.

The next corollary is immediate:

Corollary 5.3.1 I fT  is invertible in B (X), the partial isometry in its polar 
decomposition is unitary.

5.4 M atrix representations of bounded oper­
ators

Next, it is shown how to associate a matrix with a given bounded operator 
T  C B (X ) on a separable Hilbert space X. Let {cn | n G N}be an orthonormal 
basis; then, for x € X , x  =  52̂ X1 < æ,en >en - From the linearity and 
continuity of T, we have

oo
Tx  =  Ș2 < x >e n > T ß"

n=l

On the other hand, the development in Fourier series of each Ten (n € N) is

Ten =  52 < Ten ,ek > ekk=l
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By the above two relations it follows that
oo oo oo oo

Tx = 52 52 < x >e" >< Ten>e* > e* = 52 52 < n=l fc=l Jt=l n=l
j X  'I  Cn , Ck 2>

Thus, we have

< Tei,e i >
< T ei,e2 >

< Te2 , ex >
< Te2 ,e2 >

f  < T x ,e \>
< T x ,e 2 >

\
This matrix equation leads to the following definition:

Definition. Let T  be a bounded linear operator on a separable Hilbert space 
X  and {en  | n € N} be an orthonormal basis of X . The matrix corresponding 
to T  and the orthonormal basis {en  | n € N} is defined by

ay = <  Tcj,e< >, i , j E  N.

Example. Let X  = Z/R([—TT, TT]) and T  G H(L^([—7r, TT])), defined by

(Tx)(t) — a(t)x(t),

with a : [—7V, TT] — ► K, a bounded complex-valued Lebesgue measurable 
function. The ’’doubly infinite” matrix corresponding to T  and
the orthonormal basis en (t) =  Ț ^ e ’n t > € Z, is obtained as follows. Let

Then,
aj k  =< Aek ,ej >= —  [  a(t)e’(fc dt =  aj_k 27T J-7T

Thus the matrix is
/  • • .  • .

• • • U j OQ a _ j  • • •

• • • O i Oo 0 - 1  • ■ •

• ■ • O i a<) O - i  • • •

\  •• /
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which is called the Toeplitz matrix.

Definition. A bounded linear operator T  on a separable Hilbert space X  
is said to be diagonalizable if there is an orthonormal basis {e„ | n € N} for 
X  such that the matrix corresponding to T  and the orthonormal basis {en | 
n E N} is diagonal.

Remark. The previous definition may be generalized for operators defined 
on arbitrary Hilbert spaces, as follows: a bounded linear operator T  on X  is 
said to be diagonalizable if there is an orthonormal basis {x, | j  E J} for X  
and a set {Aj I j  E J}  in IK (necessarily bounded) such that

T x  ~  ^2  Aj < x, Xj > Xj, Vx E X  
j

5.5 Exercises
1. For arbitrary n E N, let Tn  defined on 1% by 7’„((^)*) =  (C„+i>(n+2,...)- 

a) Show that Tn  € £(Z£), V n E N, and find T*-,
b) Show that lim Tn (x) =  0, Vx E Z£, but there exists xo E l& such that 

the sequence (7^(xo))n  does not converge in I*-
(From b), it results that the mapping T  i— * T* on ß(X ) endowed with 

the pointwise convergence topology is not continue.)
2. In Z£ the standard orthonormal basis is denoted by {en | n E N}. Let 

(An)n C K be an arbitrary numerical sequence.
a) Show that there exists uniquely T  E B(IR) such that

T(en ) =  A„en , Vn e  N

if and only if (An )n  E l^ .
In addition 7’((&)fc) =  (A*^)*, V(£*)fc € Z£ and ||7’|| =sup |An |.
b) If (An )n  € 1%, find T*.
c) Give necessary and sufficient conditions for the sequence (An )n E 

such that the operator 7’ be self-adjoint, respectively normal, respectively 
unitary, respectively projection.

d) Show that the operator 71 is compact if and only if the sequence (An )n 
converges to 0.

e) If T  = T*, find m? and Mr.
f) Show that T  is compact if and only if An  — » 0, as n —♦ oo.
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3. u) Show that the unilateral shift operator on S((£k)k) — (0 ,£ I >£‘2> ■•■) 
is in fir'd ||S ||, and then S ’.

b) Find the matrix corresponding to S  and to the standard orthonormal 
basis of

c) Show that S  is a partial isometry and find its initial, and respectively 
final subspace.

4 Let A : L^([0,1]) —> £'£([0,1]) be the operator defined by

Ax(f) — t ■ x(t), t G [0,1]

a) Show that .4 is a positive operator;
b) Find m A , M& and the norm of A.
c) Find the square root of A.
d) Is A compact?
5. Let X be a complex Hilbert space and T  G B ( X \  Show that T  is 

self-adjoint if and only if < T x,x  >G R, Vx G X .
ti. Let P be a projection on the Hilbert space X . Then
a) 0 <<  Px, x > <  ||x||2 , Vx G X\
b) If P / 0 ,  then ||P|| = 1;
c) Ker P  — {x G X  | < P x ,x  > =  0};
d) P(X ) -  {x G X  |Px  -  x}.
7. a) Find for an arbitrary projection P, mp and Mp.
b) Find for an arbitrary projection the square root and its polar decom­

position.
8. Write the polar decomposition for an arbitrary partial isometry.
9. Let Y , Z  be two closed subspaces of the Hilbert space X  and P , Q 

the projections onto Y , respectively Z. Then PQ is a projection if and only 
if PQ — QP. Under these conditions, PQ  is the projection onto Y  O Z.

10. Let Y , Z  be two closed subspaces of the Hilbert space X  and P, Q 
the projections onto Y , respectively Z. Then, the following are equivalent:

( l ) K c Z ;
(2) QP = P  = PQ-
(3) ||Px|| < ||P||;
(4) P < Q.
11. Let K be a closed subspace of the Hilbert space X, P  the projections 

onto Y, and T  G ß(X). Then,
a) T (Y )  C P T P  =  TP;
b) T(V) C Y  and T ’(K) C Y <=> P T  = TP.

133
https://biblioteca-digitala.ro / https://unibuc.ro



12. Let A be in -4(X) and define R = A 4- il. Show that:
a) R  is normal;
b) ||Ä X ||2 — ||A r||2 + ||x||2 and R  is injective;
c) R  is invertible in H(X);
d) The Cayley transform of A, U = R ' R 1 is unitary.
13. L<et X  be a separable Hilbert space. Show that T  G B(X) is diag­

onalizable if and only if there is a unitary operator U from onto X  such 
that the corresponding matrix to f /T f /’1 and to standard orthonormal basis 
of is diagonal.

13. For a bounded linear operator T  on a Hilbert space X , the following 
are equivalent:

1) 3a > 0 such that ||Tx|| > a ||x ||, Vx € X;
2) 3S G B(X) such that S T  = I.
14. a) Let A be a self-adjoint operator on a Hilbert space X such that 

3a > 0 with ||Ax|| > a ||x ||, Vx G X. Show that A  is invertible in B(X).
b) Denote by X the linear space of all complex polynomials equipped 

with the inner product < p,q >— p(t)q(t) dt and consider the map T  : 
X — ♦ X, Tp(t) =  (1 +  t)p(O- Show that < Tp,q >—< p,Tq >, Vp,q G X, 
||7p|| > ||p||> Vp € X, T(X) is dense in X, but T (X )  X. Does this result 
contradict a)?

15. Let X be a Hilbert space and T  G ß(X). The following are equivalent:
(1) T  is compact;
(2) There exists a sequence of operators of finite rank (Tn )n  G 0(X ) such 

that (7’n)n converges in the operator norm to T.
16. Let X be a separable Hilbert space. Show that T  G 0(X ) is diago­

nalizable if and only if there is a unitary operator U from onto X  such that 
the corresponding matrix to U TU ^1 and the standard orthonormal basis of 
/J is diagonal.
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C hap ter 6

E lem entary  spectra l theory

6.1 Invertible elements in Banach algebras
For each Banach (Hilbert) space X , the Banach space of all bounded linear 
operators on X , (Z3(X), || • ||) is naturally endowed with a multiplication, the 
composition of operators. Therefore, (B(X), •) is an algebra with a submulti­
plicative norm (||ST|| < ||S|| • ||T ||, VS,T G 0(A )), such that (B(X), || • ||) is 
a Banach space. It will be our pattern for an abstract topological-algebraic 
structure, called Banach algebra. We will focus here on the properties con­
nected to the invertibility of elements, useful in particular in B(X).

Definition. A normed algebra over the field K is a normed space (>t, || • ||) 
over the field K, equipped with a multiplication, (S ,T) i— > ST, such that 
i) {A, ■) has an algebraic structure of algebra, i.e.

il) A(ST) =  (AS)T) =  S(AT), VS,T G X,VA G K;
i2) (S + T)V =  S V  + TV, VS,T, V E A~,
i3) S (T  +  V) =  S T  + SV , V S ,T ,V  E A

ii) The norm of A  is submultiplicative, i.e. ||ST|| < ||S|| • ||T||, V S,T  G A.
Normed algebra A  is said to be unital if there is I E A, (necessarily 

unique) called the unity of A, such that IT  = T I  = T, VT E A  and commu­
tative if ST  = TS, VS, T E A .

A normed algebra is called a Banach algebra if the normed space {A, || ■ ||) 
is Banach.

Remark. If A  is a unital normed algebra, A  {0}, then we may suppose,
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without lose the generality that ||7|| — 1 (see Exercise 1).

Definition. In a unital normed algebra A, an element U is called invertible 
if there are the elements S, T  € A  such that US = TU — 1.

Notation. In the above definition, the elements S ,T  are necessarily equal, 
as it follows from

S  = IS  = (TU)S) = T(US) = T I  = T.

Then, we denote by U~x = S  = T  and we call it the inverse of the element 
U. Note that the inverse is necessarily unique.

The set of all invertible elements in A , denoted here by Q(A), endowed 
with the inherited multiplication of A  is evidently, a group (called when 
A  — B (X ) the general linear group).

Further, in this section A  will always be a unital Banach algebra over the 
field K, with unity I, ||Z|| =  1.

Theorem 6.1.1 Suppose T  € A  and ||T|| < 1. Then, I  — T  6 d (A ), and

oo 
( Z - T J - ^ ^ T "  (T° = Z) 

n=0

Moreover,

Proof. Let Sn — 52k=oT*. Since the norm is submultiplicative we have

iiSnK Ê iim èiP ïi* , 
k = 0 *=0

and, as ||7'|| < 1, it follows that the series 52n >o^" converges. In addition,

(Z -  T )S n = Sn (J — T) = I - T"+1 —  1

as n —♦ oo, since ||TT,+ 11| < ||T ||n + .1 , and ||T|| < 1. It results
OO oo

( Z - T ) ( £ T " )  =  ( £ T " ) ( Z - T )  = Z 
n-O nO
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which proves th a t I  — T  is invertible and (7 — T ) 1 = F". Finally,

C o r o lla r y  6 .1 .1  1) Suppose T  € A  and | |I  —T || <  1. Then, T  € 9 (A ) , and
oo

T ’ 1 _ T y
n —0

2) Let To e  A  be invertible. Suppose T  € A  and ||T  —To || <  1/HT^ *11. Then, 
T  e  £ (> 0 ,

oo

T - 1

n - 0

and
HT-i - T - III < i iv i i2irr - T°ii 11 °

P r o o f . 1) Everything is clear by the previous theorem, replacing T  -̂ + 
I -  T .
2) Since

T  = To -  (7 ; -  T ) =  To [7 -  T J \ T O -  T)]

and
||TO- 1 (TO - 7 ’) | | < | | 7 7 1 | | - | |( 7 ’O - T ) | | < 1

with the Theorem  6.1.1 it follows th a t T  is invertible and
OO

T ~ l  = [I -  T ~ i (To  -  -  T)]"TO
- 1 ,

n —0

or equivalently,
OO

T - 1 _  T g l  =  £ [T -1(TO _  r ) p T - l
n = l

Using the subm ultiplicity of the norm, we have
OO

H i" ' -  T,-'|| < -  r ) | | ” <

< IIVII Ê ( | | T . - | | . HT. -  T i i r  -

C o r o lla ry  6 .1 .2  The multiplicative group G(A) is an open subgroup o f A  
and the map T  >— » 7 1-1 on 9 (A )  is a homeomorphism o f 9 (A ).
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Proof. By the Corollary 6.1.1, 2), if To G the open ball

" ('r - irFïï>c  0M )'II 7 O II

thus G(A) is open. In addition, as

||T -, _ . . ,.. < . irciniT-T.ii . 6 fl( .
11 “ i-llT .TIir-T .ir 6 IK'll

it follows that the map T  i— > T  1 on 0(>1) and its inverse are continuous.

Remark. The above results hold in the particular case of A  = 2?(X). Tak­
ing into account that the invertibility of an element in the algebra B(X) is 
equivalent to its bijectivity and that the convergence in ß(X ) implies the 
pointwise convergence, we have to point out:

1) For each T  & B (X) with ||7’|| < 1, the operator I — T  is bijective and

( 7 - T )  1
!/ = £ T n y, V y E X

(Theorem 6.1.1).
2) Let To G B(X) be invertible. Suppose T  G B(X) and ||T — 7’0 || < 

< l / ||7 1
o‘1 ||. Then T  is invertible, and

oo
T l y =  E P r ’C/’o -  T)]nT j l y, V y e X  

nO

(Corollary 6.1.1).

Examples. 1. Infinite systems of linear equations.
We will relate the previous results to certain infinite systems of linear 

equations oc
=  7b « = 1,2,....,=1

where 7 — (7*)* G is given and x  =  (x*)* >s  the desired solution in 
Clearly, any equation T x  — 7, where T  G B(X) and X  is a separable

Hilbert space, can be written as an infinite system of linear equations. Indeed, 
let {en I n € N} be an orthonormal basis for X . Then, with the matrix
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representation of the operator T, (section 5.4), the equation T x  — 7 becomes 
the system

0 0

52 < Tej,et >< x,Ej >=< 7,e, >, i =  1,2,....
j=i

A natural approach to the problem of finding a solution to an infinite sys­
tem of linear equations is to approximate the solution by solutions to finite 
sections of the system. The next proposition, which is rather easy to prove 
(being an immediate consequence of Theorem 6.1.1), is nevertheless very 
useful.

Proposition 6.1.1 Suppose (dij)ij= i is an infinite matrix satisfying
0 0

52 M 2 < L

t,5=i

Then, the system of equations
0 0

Xi — 52 a ijx j — 7«, * =  1>2,....
j=i

has a unique solution p = (ryffi € ZR for every (7* )* € 1%.
The truncated system of equations

n

X, — 5 2 a ijXj = 7», i — 1, 2,...., n 
j=i

has a unique solution (rç)n \  ...,7^”)) and (zn )n =  ((T/]" \  ..., 7/^"\ 0 ,0...))n  con­
verges in 1% to T] as n 00.

Proof. Define A  on 1‘fc by A(ct,)i =  (52“  1 a^afi)^ We know that A € B(/K) 
and ||A||2 < 52̂ 5=1 la vl2 < 1- Hence we have that I  — A is invertible (Theorem 
6.1.1), which ensures for each 7 € l'̂  the existence and the uniqueness of the 
solution in 1% of the discussed system.

To approximate this solution, we consider, for each n € N, the operator 
An on , defined by

An (Ct)t =  (52 Qi > 52 •••>52 a nj£n o,Q----, 0, ••)>
i=i j=i j=i
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where (&)j €  l^ . Then, ||Â ||2 <  |a ,j |2 < 1 and

oo oo oo oo

ll(;- 4 ) - ( / - A ,)H! = M - A ,II! < E  E K l ’ + E  E K I 1 - «  
i=n+lj=l j-n+l«-l

as n  —* oo. Hence, I  — An is invertible, and, by Corollary 6.1.1 we have also

Taking ••••) — ~  -4n)- 1 7, it follows from the definition of An that
is  fh e  unique solution of the finite linear system x ,—E>=i a ijx j —

= 7i, i = 1 ,2 , ..... n  and =  7 ,, for j  > n. Hence,

(/ -  J4)-1 7 = nlim ( /  -  An ) - 1 7  =  hjn (rç<n ) , ...rç<n ) , 7n+i,7»+2, ••••)

Taking into account th a t
OO 

| | r à ’‘)
) ...îîi") ,7n+ i,7n+ 2 ,-..) -  ( ^ n ) ,. . ^ n ) ,0 ,0 ....) || = f im  £  7, -  0 

t—n +1

(since 7  €  it follows th a t the solution, (J — Ä)- 1 7 is the limit in 1% of 
the sequence (zn )n  =  ((’7i") , - ,  »/£n ) , 0 ,0 ...))n .

2) I n t e g r a l  e q u a tio n  of th e  second k in d .
We consider the integral equation (of second kind),

x (t)  — I k (t, s)x(s) ds =  g(t)
Ja

(here ” =  ” means equal almost everywhere), where g E Z^([a,h)) is given, 
fc G L^([a, 1>] X [a ,6]) and x  is the desired solution in L^([a,hj). Clearly one 
may write the above equation as

( /  -- K )x  = g,

where K  is the integral operator, defined on ([a, t>]) by

(K y )(0  =  /  A:(C s)^(s) ds, g E L'id[a,b\)
Ja

It is known th a t K  € ß (L x ([a ,fe])) and its norm is less than ||A.|| in Lg([a,fc]x 
x[a,6]). Suppose th a t ||A:|| <  1.
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P rop osition  6 .1 .2  Given k Ç £^([a,h] x [a,b]), with ||£|| <  1, the equation

f b

x(t) — / k (t, s)x (s) ds — g(t), (a.e.)
J a

has a unique solution f  G £jt([a, 6]) for every g G £R([Û,£>]).
Moreover, fo r  each n  G N, the operator K n  is still an integral operator,

rb
( K n g)(t) = /  fcn ( t ,s ) 0 (s)d s , < /G £ 2 ( M ) ,  

Ja

with. kn  G £^([<1, b] x [a, b]) and the solution o f the equation is given by

/(« ) = + f  k (t,s )g (s )  ds,
J a

where, k is the sum in  £^([a ,o |) of the series ^n-

P roof. By Theorem  6.1.1, since ||Æ|| < 1, I  — K  is invertible, from which 
it follows tha t the integral equation of the second kind has for each g G 
G £fc([a,b]) a unique solution in £j^([tz, 6]), (£ — K )~ l g. In addition,

00 

i . l - K ) l g = y , K " g  
n — 0

By Fubini’s theorem,

rö rb /  rb \
(Ä'2#)(i) =  / fc(t, r )  K g(r) dr — / k ( t r ) l  k(r, s)g(s) ds I dr =  

Ja Ja \ Ja J

f b  (  r b

— / q fs) I / k(t, r)k(r, s) dr 
Ja {Ja

where
k 2 ( t ,s )=  [  £(t, r)k(r, s') dr 

Ja
Using the Cauchy-Schwarz inequality, it results tha t

IMM)!2 <  ( / j m . r J I ' d r )  (J' |£(r, s ) |2 dr
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therefore,

dr ds

arid

thus k 2 G ££([<1,6] x [a,b]) and ||L2 || <  ||A:||2 .
Proceeding in this m anner, an induction argument shows tha t

(A '"p)(i) =  I À:n ( t,s )5 (s )d s , 
Ja

Vn G N

and ||A:„ H <  ||Â?||", where

rb
k \( t ,s )  = and k n {t, s) =  / fc(t,r)fcn  i(r. s) dr, Vn G N 

Ju

is in Lg([a, bj x [a, b]).
Since ||fc|| <  1, the series 52n>i IIM” converges, which, combined with 

Ilk n  II <  Ilk  II" ensures the convergence in ([a, b] X [a, b|) of the series &n- 
Let k  G Ä ^([a,Z>] X [a, b]) be its sum, and K  the integral operator with kernel 
k. Then,

II f  K g  -  Kg\\ = | | ( £  -  K)g\\ <  || f  K -  k\\ ■ ||y|| - > 0,

y=i j=i >=i 

as n  —* co. It results tha t
oo

( I - K y l g = ^ K - g  = (I + K )g, 
n=Q

which shows tha t the solution of the equation in discussion is given by

/ ( i )  = g ( t)  + /  k (t,8 )g (s) ds 
Ja
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We shall end with a concrete example. To solve the integral equation

x(t) — A [  e‘ ax(s) ds = g(t), 5 € ^ ( [0 ,1 ] ) ,  
Jo

where, |A| < 1, let k](t,s) = A et a . A short computation shows that <
< 1. We have,

kz(t,s) = X2 [  et~TeT~a dr =  A2et - S , 
Jo

and, inductively, kn (t,s) — An et - i . Then, the solution of the equation is, by 
the above proposition,

°° A r 1

/ ( 0  =  5(0  + 52 A” /  e ‘ S^(s) ds =  ö(0 + -----Ț I é  ag(s) ds
J° 1 — A Jo

Even the series £ n >i A" converges only for |A| < 1, a straightforward com­
putation shows that for all A /  1,

5(0  +  f  e'~ag W  ds 
i — A Jo

is still a solution of the discussed equation.

6.2 Spectrum , definition, elem entary proper­
ties, spectral radius

6.2.1 Spectrum
At the beginning, let A  be a imitai Banach algebra over the field K, with 
unity I  (||/|| =  1).

Definition. For every T  G A , we define the spectrum of T, denoted by <r(T), 
as the set

CT(T) = {A €K | X I - T ^ A ) }

The complement of ff(T) is the resolvent set of T, denoted by p(T). The 
mapping from p(T) to A, defined by

Ä(T;A) = (Al —T ) - 1
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is called the resolvent function of T.

Remark. When the algebra A  is real (K — 1R), it is possible to find 7’ G >1, 
with o(7 ) =  0. For example, taking A  — £(1R2 ), the element

has its spectrum void. Later we will see that this does not happen if the 
algebra is complex.

Proposition 6.2.1 For every T  E A , the resolvent set o fT , p(fl") is an open 
subset of C.

Proof. Let Xo E p(T) and A be arbitrary in IK. Then,

|A -A O| =  ||(A7 - 7 ’) - ( A J - 7 ’)||,

therefore, by Corollary 6.1.1, if

IKA/ -  T) -  (AJ -  T ) II <

XI — T  is invertible, so A E p(7’). It follows that 

ß(Ao ,||(Aü/ - 7 T 1H 1)C p (T ).

Further, in this section, A  is supposed to be a complex unital Banach 
algebra (K = C), A  {0} In order to obtain the main result, of this section, 
which shows that cr(7’) 0, V7 G A, we need some preliminary results.

Lemma 6.2.1 For every T  E A, the resolvent, function of T  has the follow­
ing properties:
1) R(T; •) is continuous on p(T);
2) For A, p G p(T"),

R(T; A) -  77(7, p) = -  A) /?('/’; A) /?(/'; p)

(the Hilbert equation);
3) R(T; ■) is an holomorphic function on p(T)
4) Hm R (T ;A )=0.

|A|—.oo
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Proof. 1) follows from the continuity of the map T  >—■* T~ l  (Corollary 
6.1.2) which shows that R(T, •) is continuous.

2) results from the next short computation, by multiplying at the right 
b y fi(T ;p ):

/  =  (p / -  T) R(T- ,1) = [(M -  A)/ + X I -  T] R(T-, r i  =

= (p - A )  R (T -r i + ( M ~ T )  R(T-,ri
3) Given Xo € p(T), by 1), 2), we have

lim =  ii m  A) R(T- Ao) =  -f l(T ; Ao)2
A—►A© A — Ao  A >AO

which shows that 72(T;) is holomorphic (it posses a derivative wherever it 
is defined).

(4 ) Given A € p(T) such that |A| > ||T||, by Theorem 6.1.1, since 
IlT  /  A|| < 1, there exists ( /  — T/A)“1 and

or, equivalently, (A/ — T) G Q(A) and 
°o 1 / rr \ n

n = 0  A  '  A  '

Estimating the norm of (XI — T ) 1 it results that 
00 1 71

1 ! _ !
“ ÎĂi ' I -  « a  -  |A| -  ||T|| '

1*1

as IA| —► oo, so 4) holds.
By the proof of the above proposition, it follows that

Corollary 6.2.1 1) a(T) C 3 (0 , ||T||);
2) For every A G ||T||, 

oo am

n^O
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Lemma 6.2.2 (The L io u v i l l e ‘s theorem on Banach spaces) Let O(D, A) 
o

the space of holomorphic functions from D —DC C to A . Then,
1) For every x  G O (D ,Ä) and f  G A*, the function f  ox  is still in O (D ,A \
2) Each bounded x  G O(C,>t) is constant.

Proof. 1) Given f  G A*, x  G O (D ,A ) and Xo G D, we have

( / OX) ( A ) - ( / OX) (A J _ / ( I ,(A J ) ) 
A Ao

— 11/II A — A X  ’

(where x  (Ao ) is the derivative of x  at Ao). Thus f  o x  G O (D ,A) and

(/o x ) '(A o ) =  /(x'(A o)

2) Let x  G <9(C, A}, ||x(A)|| < M, VA G C and /  arbitrary in A*. Clearly, 
by

l l ( /° x ) (A ) ||< ||/ | |  h(A )|| < M  U/H,

we have f  o x  G O(C,C), therefore by the Liouville’s theorem (see Appendix 
D), f  o x  must be constant,

( / o x)(A) =  ( / o x)(0), VAGC

This enables us to conclude that for a given arbitrary A in C,

/(x(A) -  x(0)) =  0, V/ G A*

Then, by Corollary 3.2.2, x(A) — x(0) =  0, VA G C, so x  is constant on C.

Theorem 6.2.1 For every element T  in a complex unital Banach algebra 
A, the spectrum o fT  is a compact, nonempty subset of C.

Proof. By Proposition 6.2.1, p(T) is open and, by Corollary 6.2.1, a(T) 
is contained in B(0, ||T ||). It follows that, the complement of p(T), cr(T) is 
closed, and, as it is also bounded, it is compact.

Suppose that cr(T’) =  0. Then, the resolvent function of T  is an analytic 
function defined on the whole C and it is bounded since lim R(7 ', A) = 0.

|A|—oo
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By the Lemina 6.2.2, we have that is constant, this means, because 
its limit at oo is zero that R (T ; A) =  0, VA € C. Hence,

I  =  Ä (T ;A )1Ä(T;A) =  0,

contradiction (.4 {0}).
As a nice consequence of the above theorem we have the next corollary, 

known as Gelfand-Mazur theorem.

Corollary 6.2.2 I f A  is a division ring (i.e. G(A) — then, A  is
isometrically isomorphic to C.

Proof. For each T  in A, the spectrum of T  is nonempty, thus 3A € a(T), 
such that XI — T  is not invertible. It follows that XI — T  — 0, therefore 
T  = XI. In addition, ||T|| =  ||A/|| =  |A|.

Proposition 6.2.2 Suppose 0 cr(T) (T is invertible). Then 

a (T - ')  -  { |  I A e  a(T )}
A

Proof. Let A G a(7' ') (necessarily A 0). Then,

A7 -  T~ l £ I  -  I T-1 i  Q(A) <=> 
A

<= > T - \ T  -  - I )  ț  Q(A) * = * T -  \ l  $ Q(A), 
A A

thus 1/ \  c  <r(T).

6 .2 .2  T h e  sp ?ctral radius
The ne t lemma will enable us to define the spectral radius.

Lemm i 6.2.3 Suppose that A  is a unital algebra equipped with a submuUi- 
plicatii e norm. Then, for every T  G A, there exists

Jim ||71"||» = inf ||T"||»

147
https://biblioteca-digitala.ro / https://unibuc.ro



Proof. Let m  > 1 be a fixed positive integer and n > 1, arbitrary in N. 
Then, there exist the positive integers q(n), r(n) such that

n = mq(n) 4- r(n) and 0 < r(n) < m  — 1

It follows that
,, q(n} 1hm ----- =  0 and lini ----- - =  —

n -.o o  n  n->oo n  m

Taking into account that the norm is submultiplicative, we have

||Tn ||" < IIT -II^ H T II^ ,

hence
limsup ||T"||" <limsup ||T"‘||S"LiUTH^ — 

n n
liui ÎÜÜ |im ± 1  ,

=  117-11—  " ||T||—  » = | |7 - | | ^

It results that
limsup ||7"‘||i  < in f | |7 - | | -  

n m > l

which combined with

inf ||7 -||À  <lirninf ||T"||*

shews that there exists lim ||7’n ||" and this limit is equal to inf ||7’” ||n.

Definition. Suppose that A  is a complex unital Banach algebra. For every
T  € A , we define the spectral radius of 71 (denoted ||71||ff), by

||7’||a  =  lim ||7’" ||i

Lemma 6.2.4 to r  each A such that |A| > ||7’||ff the senes 

is convergent.
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Proof. Using the Cauchy-Hadamard theorem (see Appendix D), we ob­
tain that the series 52n > u  ||T ,‘|| ^"converges for each t with

1 1
lirnsup ||Tn || n ||T||0

Since for each A, with |A| > ||T||ff, we have

° “  |A| 5  l|T||„

it follows that the series
E l i n i i

converges. Thus, the series 

is absolutely convergent, hence convergent.

Remark. Since for each A, with |A| > ||T||CT the series '8

convergent, it results that

lim 
n—»oo

-^-T" =  0
A"

Next result shows that the spectral radius of T  is the smallest positive 
real r  such that cr(T) C .0(0, r).

Theorem 6.2.2 Let T  be in the complex unital Banach algebra A . Then, 
1) Every A with |A| > is in p(T) and 

o°

n=0 A

2) The spectral radius o fT  is

u n ,  =  sup |AI
ACa(T)
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Proof. 1) By the previous lemma, if |A| > ||7’||„, the series 

is convergent. Considering, for any positive integer n > 1,

Jt o Ä

It results that the element XI — T  is invertible, therefore A G p(T") and
OO rpn

n= 0 A

2) From 1), clearly, <r(T) C B(0, ||T||ff). We show that, for each r > 0, 
||7’||ff < sup IAI +  r. In order to do that, let us denote by £r  — sup |A| + r 

Xea(T) Xea(T)
and, observe that £r  u(T). Then, £r  € p(T") and there exists

Ä(7’;^r ) =  ( r̂ 7 -  71)-1

On the other hand, for any |A| > ||T ||a ,
OC> |

‘W A) -  £
n=O A

By the uniqueness of the development in Laurent series (Appendix D), it 
follows that

OO J 
« ( ' « , )  =  E  

n = 0  Sr

thus
lim ~ rr  - 0. n-+oo

Hence, one can conclude that ||T"||" < £r (for n sufficiently large), so ||7’||o < 
< £r , which ends the proof.
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6.2.3 More about the spectrum in involutive Banach 
algebras

Suppose, as before, that A  is a complex unital Banach algebra.

D efin ition . A map T  i— » T* from A  to A  is called an involution if
i) (aT  + ß S y  = 7?T' + ßS-, VT, S  E A ,a ,ß E C -,
'n) ( T S ) '= S*T*, VT,S E A;
iii) T “  =  T, VT E A.

The involutions that naturally occur in Banach algebras are isometric,

||T*|| =  ||T||, VT E A

D efin ition . A Banach algebra A  endowed with an involution is called an 
involutive Banach algebra.

If the involution is isometric and

||TT‘ || =  ||T||2 , VT E A

the algebra is called a C* — algebra. ?

R em arks. 1. In every unital involutive algebra, T  = I.
2. I f  T  € 0(v4), then, a short computation shows that T* E G(A) and 

( T - y '  = ( T l y .
We note that the algebra of all bounded operators on a Hilbert space X, 

B(X) is a C*—algebra. Some of the particular terminology of this algebra is 
inherited in general involutive Banach algebras.

D efin ition . Let A  be a unital involutive Banach algebra. An element T  E A  
is said to be normal if 7T* = T*T. An element U E A  is said to be unitary .. 
if UU* — U*U — 1. An element A E A  is called self-adjoint if A* = A. A 
projection is a self-adjoint element P  € A  such that P 2 =  P.

T heorem  6 .2 .3  Let A  be a unital involutive algebra. Lhen, for every T  E 
E A, 

a(T*) = {X \ X E <r(T)}.

P roof. Taking into account the above second remark, we have

A E a ( T )  <=> XI -  T ‘ € Q(A) <==►

<=> (XI -  T*)* = X I - T E  0(A )  <=> Ă G a(T)
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T h e o r e m  6 .2 .4  Suppose that A  is a C *- algebra. Then,
1) For every U e  A , U unitary, o(U ) C {A G C | |A| =  1};
2) For every A G A , A  self-adjoint, cr(yl) C IK;
3) I f T  € A , T  normal, ||T ||a  =  ||T ||.

P r o o f . 1) If U is unitary, then ||// || — ||t7* || — 1. It follows th a t <?((/) C 
C 0 (0 ,1 ) ,  which implies th a t any A € cr(U) satisfies |A| <  1. On the other 
hand, since U* — U l ,

a ( f / ‘) =  { |  | A G a ( f / ) } c ß ( 0 , l ) ,

thus, any A G o(U ) satisfies

We conclude th a t a(t7) C {A G C | |A| =  1}.
2) F irst, we note th a t, for each a  G C,

o (T  + a l )  — cr(T) + a

Then, if a + bi G n(T') ( a ,b G R), for each r  G R, the complex number 
a + bi 4- ri is in a(7 '1) +  r i = <j(T + r i l )  C B(0, ||7’ +  ri7 ||) . We have,

|a +  bi +  r i |2 <  \\T +  r i7 ||2 ||(7" +  r iI ) (T  +  r i/ )* || —

=  ||7’2 - r 2 7 | |< | | 7 T  +  r 2

Hence, 2br <  ||7’||2 — a 2 , Vr G R .and we infer 6 =  0.
3) If 7' is normal, then 117’H2 =  ||7’2 ||. Indeed,

l|7’a ||2 =  ||(7’2)(7I2)-|| =  ||(7 T -)(7 T -)* || -  ||7 T * ||2 =  ||7’||4

By an induction argum ent we obtain tha t

| | r 2" | |^  =  i m  V nG N ,

and because of, 
IIT’" II*  m i , ,

as n  —> oo, everything is clear.
Taking into account th a t B (X )  (where A' is a Hilbert space) is a C* — 

algebra, for bounded operators on Hilbert space all the above results are 
valid, hence we have:
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Theorem 6.2.5 Let X  be a Hilbert space. Then,
1) VT E 23(A), cr(7’) /  0; <r(7’) is compact and contained in B(0, ||7’||<z);
2) VT E Z3(X), p(T) is open-,
y  l fO t< j( 'n ,0 (T  *) =  {1/A | A E <T(7’)};
4)(T(T-) = {X I AE < / ’)};
5) Tor every U unitary, C {A E C | |A| — 1};
6) Tor every A self-adjoint, cr(T) C R;
7) Hor every T  normal, ||7’||CT — ||T ||.

6.3 The spectrum of compact self-adjoint 
operators

In this section X is a Hilbert space over the field K — R, C.

Definition. For each T  E ß(X), the point spectrum of T, denoted by crp (T), 
is the set

crp (Tj =  {A E K j XI — T  is not injective}

Remarks. 1. Clearly <JP(T) is contained in a(7’).
2. A number A E Op(7’), if and only if there exists x  0 such that (A/—T)x = 
— 0, or equivalently, the subspace Ker (A/ — T) /  {0}.

Definition. A number A in op (T) is called an eigenvalue of T  and the 
elements which are not zero of Ker (A/ — T) are called the eigenvectors 
corresponding to A.

Remark. If X  — K", then, since on finite dimensional spaces a linear 
operator is injective if and only if it is bijective, it follows that, for each 
linear operator 7', &P(T) — cr(T). In addition, A E o(7'), if and only if

det (A/ -  7’) =  0,

so, A is a root of this algebraic equation.

Lemma 6.3.1 Let (An )n  be a sequence of eigenvalues such that An Am, 
Vm n and x n € Ker(An 7 — T), Tn. Then, the set (xn )n ** linearly indepen­
dent.
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Proof. We will proceed by induction. For n =  1, since each nonzero 
element form itself a linearly independent set, the statement is true. Suppose, 
that all hold for a positive integer n, and let An + i be an eigenvalue, A„(1 f  
/  Am , Vm = l,2 ,...n , xn H  G Ker(An + ] / -  7’). If the set {it}i<*<ni i is 
linearly dependent, then there exist a i , a 2 , •••<*« (not all zero) such that

n
æ n+l ~  5  !

fc=l

thus, T ^n+ i) =  Y.k i<*kT(xk ), i.e.

n
^n + læn+1 — 5 Ô k̂ k-̂ k- 

k=-l

Combining the above relations, it follows that
n

52 Q fc(Ăn+1 -  X k)X k = 0
fc=l

in which not all the coefficients are zero that means the set {x*}i<fc<n is 
linearly dependent (contradiction).

Remark. Given a sequence of eigenvalues (An )n such that An Am , Vm n 
and x n  G Ker(A„/ — T), Vn, let X n be the space spanned by{x*}i<*<n , Vn. 
Then, with the previous lemma, obviously, X n is strictly contained in X n + 1 , V/i.

Further T  always will be a self-adjoint operator, T  — 7'*.

Proposition 6.3.1 The point spectrum op (T) of a self-adjoint operator T  is 
contained in the interval [mj-, MT ], and, for every A, p G 0p(7’), A p, the 
subspaces Ker (A/ — T) and Ker (p l — T) are orthogonal each other.

Proof. For an arbitrai y A G ov (T),

A < x ,x  >—< T x ,x  >

for some x  0. Then,

vrvr < inf -  z/0
< T x ,x  > 
< x ,x  >

< A < sup < T x , X  >  =  Mr 
Ï / 0  < X,x >
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Now, for x  G Ker (A/ — T) and y € Ker (p.1 — 7') we have

A < x ,y  >=< Xx,y >=< T x ,y  > —

=< x ,T y  >=< x ,p y  >= p < x ,y  >,

which, since A /  /x, gives < x ,y  >= 0, therefore Ker (A/ — T )±  Ker (/x/ — T).

Proposition 6.3.2 Let T  be a self-adjoint operator on the Hilbert space X . 
Then, A G CTP (T) if and only i f ( X I - T ) ( X )  /  X .

Proof. Given A in cTp(T'), Ker (XI — T) /  {0},which is equivalent to

Ker(AZ -  71)1  X

It follows, since
Ker(A/ -  T )1  =  ( X I - T ) '( X )

and XI — T  is self-adjoint that (XI — T )(X ) X.
Conversely, if (XI — T)(X) X , then, there exists x o /  0, x o belonging 

to
( X I - T ^ X ) 1  =  Ker(A7 -  T )‘ =  Ker(Ă/ -  T)

It follows that Xxo = T x o , thus A G 0P(T) C R. Then A — A G aP(T).

Remark. For every T  G B (X ) one defines the residual spectrum of T  by

ar (T) = {A G K I XI -  T  is injective and ( X I - T ) ( X )  ±  X}

The previous proposition shows that if T  is a self-adjoint operator, its residual 
spectrum is empty.

Proposition 6.3.3 Let T  be a self-adjoint operator on the Hilbert space X .
Then, X G p(T) if and only if there exists /x > 0 such that

||(A7 —T’)z|| >/x||x||, VxGX.
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Proof. Suppose that A E p(T), i.e. there exists (A/ — T) 1 E B(X). Since 
XI — T  E B (X ), 3Al > 0 such that

||(A /-T )x || < M ||x||, VX E X ,

in which, setting x — (A/ — T)~ i y, one obtains

Mllæll < ||(A /-T )x ||,  VxGX,

(where p — l/M ).
Conversely, if there exists p  > 0 such that

| | ( A / - 7 > | |  > M h | | ,  V x E X ,

XI— T  is injective. Then A Op(T), and, by Proposition 6.3.2, (AZ — rT)(X) = 
— X. It follows that for every y E X , there exists (xn )n C X  such that

yn =  Xxn  Tx n  * y,

as n -» oo. By
ll-^n æ m || — ~~ ||l/n  J/mlli

P
it results that (;r„)n is a Cauchy sequence, which means, since X  is complete, 
that 3x =lim x n . Consequently, y — Xx — Tx. We have proven that XI — T  
is surjective, and, as it is also injective, all is done.

As an immediate consequence of this theorem, we have:

Corollary 6.3.1 Let T  be a self-adjoint operator on the Hilbert space X . 
Then, X E <r(T) if and only if there exists a sequence (xn )n , with ||xn || — 1 
such that Xxn — T x n — ► 0, as n —► oo.

Proposition 6.3.4 For every self-adjoint operator T, the spectrum of T  is 
contained in [my, Mr] and WIT, MT  E a(T).

Proof. Suppose that A < mr, so m r  -  A > 0. Then, since for arbitrary 
x E X ,

< (T — X I)x ,x  >=< T x ,x  > —A < x ,x  >> (mr — A)||z||2
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it results that T  — XI G A] (X). Thus, by the Cauchy-Schwarz inequality, we 
have

||(7' — A/)x|| • ||x|| ><  (7’— X l)x ,x  >> (mr — A)||x||2 , Vx G X,

and using Proposition 6.3.3, it follows that A € p(7’).
Similarly, if A > M T , the operator A7 — T  is positive, because of

< (A7 — T )x ,x  >— X < x ,x  > — < T x ,x  >> (A — Af-r )||x ||2

and by the same argument as above, one obtains

H(A7 -  7’)x|| • ||x|| > <  (A7 -  T )x ,x  >> (A -  MT )||x ||2 , Vx G X,

therefore A G p(T).
We have seen that u(T) C [my, MT ]- Further, we prove that TH-T  E CT(T').

Since TTIT — inf < T x .x  >, there exists a sequence (xn )n, with ||xn || =  1 
M=i

such that
< T x n ,x n >— >mr,

as n —> co. If we check that (m7d — T)xn  -—+ 0, by the Corollary 6.3.1, it 
follows m r E In the next computation one uses the Cauchy-Schwarz 
inequality corresponding to the positive operator T  — WIT!- Thus, we have,

||(7' -  m7.7)xn ||4 = <  (T -  m ql)x n , (T -  m T l ) x n >2 <

< <  (T — m77)x n ,x n  > • < (T — (T — m r 7)xn  ><
< <  (7’ -  m r 7)x„,x„ > -\\T -  irii l\\ ■ ||(7' -  m7J)x „ ||2

winch, combined with < (71 — m j\l)xn ,x n  >— » 0, shows that

( m i l  — T)x n  — > 0

Similarly, MT  G ^(7’).

6 .4  S p ectral prop erties of com p act 
self-adjoint op erators

In order to obtain the description of the spectrum of a compact self-adjoint 
operator on a Hilbert space, we give first a result concerning the spectrum 
of compact operators. We have to notice that the next proposition remains 
valid if X  is only a Banach space.
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Proposition 6.4.1 Let T  be a compact operator on the Hilbert space X . 
Then, the point spectrum o fT , crp (T) is an (at most) countable set with zero 
as the only possible accumulation point.

Proof. Suppose that there exists Ao 0 an accumulation point of the 
point spectrum of T. Then, there exists (An )n  C Op('t'), An  Am , A,, — » Ao . 
Let (^n)n be a sequence of corresponding eigenvectors,

x n  G Ker(An /  — T), Vn

and X n  the linear subspace of X  spanned by {xi,X2,...,xn }. Clearly, X n  is 
closed (it is finite dimensional) and X n - 1 is strictly contained in X n . For 
every n > 2, since Ç X n , by the Projection theorem, there exists 
x°n  G X n  D X ^.j, ||x°|| =  1. Then, for x  G

IK -  æll2 =< < -x ,x “-x>=
=  IK  II2 -  <X°n ,X >  -  < x,x°n > + ||x||2 =

= IKII2 + IK2 >IKII2 = i,
therefore ||x° — x|| > 1, Vx G X n -\.

Now, we consider the sequence ((1/An )x°)n , which, as Ari — » Ao 0, is 
bounded and we show that the sequence

has no convergent subsequences. Indeed, for every n, x° G X n , thus,

which implies that

and applying T,

n

<  = 52 a k x k , (ft* e K),

n 1
=  æn ^ k ^ k i

n?K = k=l
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It follows that

= 52 + anXn-'n» A n

Then, for an arbitrary x  G X n .], we obtain

(*) II - z|| = II 52 a^ Xk + a"x" ~ XH = /'n fc=l /'n

= Il 52 akY Xk + x°n - 52 akXk - x ll = fc=l An k=l

= IK - (52“41 - p K  + z)ll > i, *=i An

since
r‘ 1 Afc52 Q*(1 ~ T~K + X G K 1k=i A«

Taking into account that

Tx°n _x e X n bA n „ j

and inserting it in the above formula (*), it results that

A n  • An-1

and as, for m < n — 1, X m  Ç Xn ^j, it follows

| | ± T ^ _  J - T x ^ | |> l ,
A n

which shows that (T(l/A n )x„)n  has no a convergent subsequence (contradic­
tion, because of 7' is compact).

Thus, we have proven that, if there exists an accumulation point of the 
point spectrum, it has to be only zero. Further, we notice that

rrp ( T ) c a ( T ) C JB(O,||T||) =

°° 1 1
= U  {A € K I —— ||:r|| < |A| < - | |7 ’||}U{0}, 

n=i n -t- 1 n
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thus,
00 , .

a p (T) C (J  {A G op (T) | —  -  ||7'|| < |A| < -||7’||}|J{0} 
n=l n  ■+■ 1 , l

Each set
(Ae<TP C n i - t - | |T | l < |A |< i | | 7 ' l l ) ,  

n + 1 n
(n G N), can be only finite (otherwise, since it is infinite and bounded, it 
follows that it has an accumulation point which, necessarily is not zero; one 
contradicts what we have proven). We conclude, that crp (7') is (at most) 
countable, as a subset of an (at most) countable set.

Proposition 6.4.2 Let 7' be a compact self-adjoint operator. Then, each 
A G o\T), A 0 is in CJP (T), thus

ar (T )C a (T )  C ap (T)U{0}.

Proof. Given A G ^(T), A / 0  there exists a sequence (xn )n , ||x'n|| — 1 
such that Axn  — T x n  — ► 0. Since T  is compact, there exists a subsequence 
(æn')n' o f  (x n )n  such that (Txn ')n ' is convergent. Then,

X n' = -  T x n ') T -7 X -

converges. Let x  be its limit. As ||xn <|| =  1, clearly, x  0, and since

A l n' -  'r X n ' --- * 0,

it follows that Xx — Tx, therefore A G CTP (7').

Remark. If X  has infinite dimension and T  is compact, then 0 G o(7’). 
By the previous proposition it follows that cr(7') =  crp (7’) U {()}.

Corollary 6.4.1 For every compact self-adjoint operator T  /  0, the point 
spectrum ap (T) is nonempty. Moreover, there exists A G a p (7 ’), A /D .

Proof. Since T  /  0, ||T|| = m ax(|m r|, |Al-/) /  Ü, therefore at least one 
of m-r, MT is not zero. By Proposition 6.3.4, m T , M r  G u(7’), thus by the 
Proposition 6.4.2, there exists A G <Tp (7/, A /  0

Proposition 6.4.3 I fT  is compact, for every A /  0. A G o,,(7 ). the subspace 
Ker (AZ — T) has finite dimension.
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Proof. Suppose A 0, thus

Ker(AZ -  T) =  Ker (Z -  | T)

Let us denote by 7j — (1/A)T and by Ni the closed subspace Ker (Z — Ti). 
Clearly, 7\ is compact and 7 i(M ) C M- If Bi is the unit ball of Ni, 
Ti(Bi) = B i. Since B i is bounded in X , and T\ is compact, 71j(B 1) is 
relative compact in X , so B i is compact in Ni. By Corollary 2.3.3, as the 
closed unit ball of Ni is compact, it results that Ni is finite dimensional.

D efinition. For each A € <rp (T), the dimension of the corresponding sub­
space of eigenvectors, Ker (AI — T) is called the multiplicity of the eigenvalue 
A.

We will state now one of the main theorems of this section, which gives a 
complete description of the spectrum of a compact self-adjoint operator on 
a Hilbert space.

Theorem  6.4.1 ( The R iesz-Schauder theorem) Let T  be a compact self- 
adjoint operator on the Hilbert space X . Then, the spectrum o fT , cr(T) is a 
countable set having no accumulation points except perhaps A — 0. Further, 
any nonzero A € cr(7') is an eigenvalue of finite multiplicity.

•
Proof. All follows combining the results of Propositions 6.4.1, 6.4.2 and 
6.4.3.

The next theorem is known as the Fredholm alternative.

Theorem  6.4.2 Let T  be a compact self-adjoint operator on the Hilbert 
space X  and A G K \  {0}. Then
1) I f  A ijp (T), the equation (AI — T)x = z has a unique solution, for any 
z& X .
2) If A G <7p(T), the equation (AI — 7')x =  z has solutions if and only if 
z G (K e r(A f-I’))1 .

Proof. 1) Suppose A 0, A 0 (xp (fT). Then, by Proposition 6.4.2, A 
o'(T), thus, AZ — 7’ is surjective and injective, therefore for every z G X, 

there exists a unique x  G X  such that (AZ — T)x = z.
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2) Let A <>, .( I ) ( leaily, T( Kei (A/ — 7’)) C Ke> ' XI — I ) and me- 
I if sell ad >iut, I ( Kei ( \ I  — T1)1 ! C Ker (A/ 71) 1  Let us cjnsi.i :
i< triction >.! I to the subspace K^i ( XI — 7’)1

T) Kei (XI 71) 1 —> Ker (AI — 7 )

If X G <>(/,) tx, 0, co G Kei (Al — T ) 1  such that 7’x -- X > thus 
1 G K>-i t AI I ) (conti ..diction). Hen< e A rr(7 ,) ■ >i equivalent I \ X /—
I ii vei I il.I. -on Ixei ( XI 71) 1 which pr< .ve: th a t t o r h . €  (K< 1 ( AI T n  
t tieie -‘\it.-. ,i •< (K .i (XI I ))1  such th".t (AI I  ).r .

t 'o u 'e ix 'L  if the  equation (AI — T ) i =  z has a solution r t X  then we 
can \Mite x  . । t x ,  with Xj € Kei (Al — T ), x-, • Ker (X/ / ' ) 1 So.

(Al 7 ) ( .t | 4 .rj) =  (Al — 71 )(xz ) G K< t ( Al — 1 ) .

Next 7 in a  compact self-adj-<mt operator on the Hille > I .-pace 
A Ih ' ii by ih e R a s z  Schauder theorem, the set <>,,(/ ) \ ( 0 | i > a non-m pty 
rounl.il I i t. Then-ioie we may consider this set, as a æquen.-e (A„)n  We 
suppo < t Imt in thif sequ. nee I veiy eigenvalue repeats itself as niiiio times is 
it mult q heity (the dimension ol the corresponding subspace of eigenvectors) 
is. In every subspace of eigenvectors we choose an orthonorm al basis. Since 
for An  /  A,n Ker ( X„I 7') 1. Ker (Am I  — 7 )  it follows that, considering 
the sei ci all orthonorm al I ases of the spaces of correspondu g eigenvectors 
to the  sequ n< e f .‘ipenvalues (An )„ we obtain an orthonorm al sequence of 
eigenvectors, (xn )n  ‘n  G Kei ( X„I -  T ), Vn.

W ith these n t a ' ion we have ihe next th.-oiem concerning the sperii al 
representation oi o rrpa । self adjoint op> .alors

I h eo iem  6 .4 .3  ( The H tlber c Schmi i t  theorem ) Fei eaih .r G X ,
oo

T x  2̂ A'. < x x' x  ̂». 1
P ro o f. Let us denote Ly Y  the linear space spanned by (x, i,, We prove 
tha t

Ker T  =  V 1

The inclusion Ker 7' C K 1  is clear whenever T  is injective; if it is not, 
0 G CTp(T'), and, since An  /  0, X/n, it results tha t

Ker I '±  Ker (An I -  7 ’), V/i,
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thus, Vx € Ker T  is orthogonal to Y, so x E Y \
For the converse, we note firs£ that, because (x„)n  are all eigenvectors, 

T’(y) C Y, thus, T  being self-adjoint, T (y À ) C y 1 . Consider the restriction 
of T  to y 1 , Ti : y 1  —+ Y 1 and suppose that 0. Ti is a compact self- 
adjoint operator on the Hilbert space Y 1 , therefore, by Corollary 6.4.1, it has 
an eigenvalue A 0. It follows that there exists x x E Y  L , x x  0 such that 
T x x = Xxx . Then, x x  E Y  A y 1 , therefore Y  A y 1  {0} (contradiction). 
Consequently, Ti =  0, that means, the restriction of T  to Y 1  is zero, or 
equivalently, Y'1  C Ker T.

Hence, every x E X  can be written (uniquely) as x = x o + y, where 
x o E Ker T  — y  and y E Y . In addition, since (xn )n is an orthonormal 
set in y  such that the closure of the linear space spanned by (x„)n coincides 
to y , it follows that (x„)n  is an orthonormal basis for the Hilbert space Y , 
therefore oo oo

y =  52 c  y, xn  >> xn  =  < x, x„ > xnn—1 n=l
Then, OO

T x  = T (x o + 52 < x ,x n > xn ) = 
n=l 

oo oo
=  I  Xo “I“ < X ) æn T æn — < æ > æn > *̂n

n—1 n=l

Remark. The numerical sequence (A„)n  converges to zero. Indeed, other­
wise, there exists a subsequence An < — » Ao /  0. Since (xn ')n < is bounded, 
there exists a subsequence (xn ")n " such that ~  \ " x n" converges. It 
results finally that (æn '')n '' ’8 convergent (contradiction, since ||x„ — xm || =  
-  x/2).

Remark. The previous theorem states that each compact self-adjoint oper­
ator on a Hilbert space is diagonalizable (see section 5.4). In the particular 
case of finite dimensional spaces, it results that every hermitian matrix is 
diagonalizable.

6.5 Exercises
1. Let A  be a unital normed algebra and I its unity. Show that:
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a) ||/|| > 1,
l>) There exists a norm || • ||' on A  such *ha || || ~  |, ||, |,_ -  1 and

(.4,1 I ) is a unital normed algebra
2- Let A  be a not med alget -> (ove-, the fietd K) Show that A  x ,fc 

be organized as a unital normed algebra such thaï the map T  i— » (7.01 hr 
an algebra homeomorphism from A  tv A  x K

3. Let A  be a normed algebra and 'L, )n , (Bn )n  Cauchy sequences. Show 
that (.4„Bn )n is a Cauchy sequence.

4. Let T  be a locally compact spare and C^ (T', {x : T  -» K |
continuous, and W > (J. 3Q(e) compact such that |.r(t)| < e, Vt ț  Q (t 'l  
with the usual norm, ||a~|| =  sup {k(t)| | t € T} Define the multiplication 
by (xy)(t) — 2c(t)y(t) and an involution by x i— » x ’ , x'(t} = x(t). Show that 
Coo(T) is a commutative non unital Banach C* -algebra.

5. Define on Lf(R) a multiplication by

(rr»y)(Z) =  f  z( 1 -  s)i/(s) ds
JIX.

Prove that (Lè(R),*) 18 a  commutative non unital Banach algebra.
6. Let A  be a unital noimed algebra.
a) Show that for every S, T  E A ,

a(5T)U {0} =  r(T S )u { 0 }

b'Consider in the algebra F(Z^), b((n )n — (6»)n ?• Shov that <T(7T"‘
/  n(F*7) (therefore, generally <j(ST a(TS))

7. Let A  be a unital normed algebra and P  € ? , P  Ç 10 I P‘ -  P 
Snow that <r(/') -- {0,1 j.

8. Let. A  be a unital Banach alget-ia Show that, for even 7 Ç A

( z / x \ n
||7’|ir  — ini •’ t > 0 I (1 — J )n is a bounded sequence

9. Let T  Ç- be the opeiator defined by 7 ( n̂ )n =  (<„)„e
a) Find a(T), ap (7'}
b) Is the operator T* compact?
10. Define on the space L j[—1,1], the operator x ।— ► Tx, where

Tx(t) = tx{t), V t € [ - 1.1]

a) Show that 7’ € _A(ZL̂ [ —1,1]) and find m T , Mj , ||7K,
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b) Find cr(>l), (rp (A);
c) Show that T(LK[—1,1]) is not a closed subspace of L^[—1,1];
d) Prove that T  is not compact.
11. Define on the space the operator T, by

7 ’(€ n )n > l  =  (Ț&, Ț jG , ••••>----------€ n + l , - — )
1 2  n

a) Show that T  € 23(Z|) and find ||T||;
b) Show that (rp (T) — {A G IK| |A| < 1};
c) Find ||7’||(J;
d) Find (7(7');
e) Is the operator T  normal?
f) Is the operator T  compact?
12. Let X  be a separable infinite Hilbert space and {en  | n G N} an 

orthonormal basis. For a bounded numerical sequence (An )n  let 7' be the 
bounded linear operator defined by Ten — An en ,Vn . Show that &P(T) — 
=  {A„ | n G N} and a(T) =  {An  | nG  N}.

13. Let U be the integral operator on L^[0,1] defined by

i

Fo

Find a(U), ap (U).
14. Let T  be the operator on CK([0, 1]), defined by

T’x(s) =  / x (t)d t 
Jo

a) Show that T  G S(CK[0, 1]) and find ||7’||;
b) Find ||7’||a ;
c) Find <7P (T), (7(7).
15. Let X  be a separable infinite Hilbert space and D C X  a bounded 

open set. Show that there exists T  G B(X) such that <rp (T) = D and 
u(7’) = D.
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C hap ter 7

Locally convex spaces

7.1 Topological vector spaces

Definition. A vector space X  over the field K, (K =  R, C) equipped with 
a topology T such that:

i) the mapping (x, y) •— + x + y from X  X X  to X  is continuous (with 
respect to the product topology on X  x X  );

ii) the mapping (n,x) i— ► ax  from K X X  to X  is continuous (with 
respect to the product topology on K X X  );
is called a topological vector space.

The topology T  is said to be compatible with the structure of vector space 
X .

Notation. Both, the origin of X  and the number zero in K will be denoted 
by the same symbol, 0, since, by the context, no confusion could be made.

Remarks. 1. I f  X  is a topological vector space, then, clearly, for every 
x o € X  and a  G K, a  0 the mappings x *— » x  + x o and x  i— * ax are 
homeomorphisms (of X  onto X ). Consequently, if V is a neighbourhood of 
the origin, then the sets V  4- x o =  {x + x 0 | x  G V} and aV  — {ax  | x G V} 
are also neighbourhoods of the origin.

2. By the Remark 1, it follows whenever B is a fundamental system of 
neighbourhoods of the origin in X , setting Blo  = {B + xo | B  G Z?} we get a 
fundamental system of neighbourhoods for x 0 .

3. Take x o G X , a 0 Ç K, arbitrary fixed. By

ax -  a ox o =  (a -  a o)(x -  xo ) +  (a -  a o)xo + a o (x -  xo )
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it follows that ii) in the above definition holds if and only if i) holds and the 
mappings (a ,x) t— » ax (from K x X  to X ), a >— + ax o (from K to X ), 
x I— ► a ox (from X  to X) are continuous at (0,0), respectively at. 0.

Examples. 1. Each vector space X  endowed with the indiscrete topology, 
T =  {0,X} is a topological vector space.

2. Every normed space is a topological vector space.
3. If U : X  — » Y  is a linear operator from the vector space X  to the 

topological vector space (E ,<J ), then r  — {U ^D ) | I) E <r} is a topology 
compatible with the structure of the vector space X , thus X  is a topological 
vector space.

4. If {X J t Tj}jè j  is a family of topological vector spaces, then

jeJ

with the product topology, r — flje./ Tj is  a  topological vector space.
In order to prove that, consider first the spaces

X  x X  and Z = fJ (X 7 x X J  
je J

(with the product topology') and notice that the mapping

9 : X X X — > Z, g({xj}je J , {yjJjej) = {(zy,

is a homeomorphism. On the other hand, for each j  E J, the mapping

h j . X j x Xj * ^ j^ j^ y j)  *̂ j "fi yJ

is continuous, so also

h - .Z — >X, h({(x>,y>)}>e j )  =  {xj + 9j}jtJ

is continuous. It follows that the map hog  from X x X to X, i.e. (x,y) i— * 
>— ♦ x  4- y is continuous. Similarly, one can show that the application 
(a, x) I—•+ ax  from K x X to X is continuous.

5. If X is a vector space, X {0}, then X with the discrete topology, 
is not a topological vector space. Indeed, let us suppose that the application 
A »——> \ x o (where x.o E X, x o 0) is continuous at zero. It follows that 
for each neighbourhood of zero in X, in particular for V = {0}, there exists
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öy > 0, such that VA, |A| < Av, Xxo E V  (contradiction, since for A 0, 
Xxo 0, thus Xxo £ V  = {0}).

Remark. Let Y  be a subspace of a topological vector space X . Then, 
its closure is also a linear subspace. This follows from the continuity of 
the mappings f  : X  X X  — > X', f ( x ,y ) = x  + y and g : K X X  — > X, 
g(a,x) = ax, thus / ( F ,F )  C f (Y ,Y )  and 5 (K ,F) C </(K,Y).

Definition. If X  is a (topological) vector space, a subset A of X is said to 
be balanced if and only if a A C A, Va E K, |a | < 1. A subset A  of X  is 
said to be an absorbing sei if, for any x  E X , there exists a x  > 0, such that 
Va E K, 0 < |a | < a x , A contains ax.

Remarks. 1. If A  is balanced, then A is an absorbing set Vx E X , 
there exists ax  > 0, such that a x x  E A. This is clear taking into account 
that, if a  E K, 0 < |a | < a x , then \a /a x \ < 1, therefore

a  a
ax  = —  • a x  ■ x  E — A C A

Otgß Ot%

2. If A is a balanced set, then, for every A, y  E K, |A| < |p|, A A Ç y  A. 
In particular, if |a | =  1, a A = A. It is also immediate, by the continuity of 
the mapping g : K X X  — > X , g(a, x) = ax, that A is also balanced.

Examples. 1. In a normed space the closed unit ball B (0 ,1) is a balanced 
absorbing set.

2. In a topological vector space, every neighbourhood of the origin is an 
absorbing set.

3. In the normed space l' ,̂ the set
oo

Z > | £ n | 2 < l }

n —1

is balanced, but it is not an absorbing set.

Proposition 7.1.1 Let A be a set in the topological space X . Then

Q  (A + W ),

(for every B a fundamental system of neighbourhoods of the origin in X ).
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P r o o f. Let B  be a fundamental system of neighbourhoods of the origin in X .  Then, { x  — W }w e & is a fundai cental system of neighbourhoods of x  
(x  arbitrary in A ) . Then,

x  G A  A  n  (x -  W ) ±  0, V W  G B  <=>

3yw  e W , x e  A  +  yw  <=> x  G Q  (A +  W )
W cBP ro p o sitio n  7 .1 .2  Let X  be a topological vector space. Then, X  is Haus­

dorff if  and only i f  Vx 0, 3 V  G Vo such that x  $  V.

P r o o f. X  is Hausdorff if and only if△ x =  {(®,î/) € X  x  X  I x  =  y)is closed in X  X X  (with respect to the product topology). As the mapping 
h ; X  x X  — > X ,  h(x, y) =  x  — yis continuous, in order to prove that A x  is closed we have to see that the set {0} is closed in X .  Let x  be in the closure of {0} and suppose that x  0, so consequently, —x  =4 0, too. Then, by assumption, there exists V  G Vo such that —x V. It follows that {0} Cl (x +  V) — 0, so x  {0} (contradiction). We conclude that the set {0} coincides to its closure, thus {0} is closed.The converse is obvious.P ro p o sitio n  7 .1 .3  Let X  be a topological vector space. Then, there exists 

B a fundamental system of neighbourhoods of the origin with the following 
properties:
1 ) Every B  & B  is balanced;
2) Every B  G B is closed;
3) For every B  G B , there exists B\ G B  such that B\ +  B i C  B;
4) For every B  G B  and a  G K , os 0, a B  G B.

P r o o f. First we notice that for each V  G Vo, there exists W  G Vo, W  balanced, W  C  V. Indeed, take an arbitrary V  G Vo- By the continuity of the mapping (a ,x )  i— ♦ a x  at (0,0), it follows that 30 >  0 and 3Wj G Vo such that for every a  G K , |a| <  0 and x  G W\, a x  G V. Then, setting W  =  Uioi^a^W], clearly W  G Vo, W  balanced and W  C  V.
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Next we will prove that each V  € Vo contains a balanced closed neigh­
bourhood of zero. By the continuity of the addition, there exists W  G Vo 
such that IV + IV G V. We saw that W  can be supposed balanced. We focus 
on showing that W  G V. So, let z G W  be. As the mapping (x,t/) i— * x  — y 
is continuous at (z, z) and W  G Vo, there exists U G V2 such that U — U C W. 
On the other hand, since z Ç W , U Cl W  0. Set zo € U A W. Then,

z = (z -  Zo) + zQ e  (U -  U) + w  c  w  + w  c  V

Setting B — {W  G Vo| W  balanced, W  closed}, everything is clear.

Theorem 7.1.1 Let X  be a (nonempty) vector space and B G P (X ) with 
the following properties:
1) Every B  G B is an absorbing balanced set;
8) For any By, B 2 E B, there exists B  G B such that B G BjD B2 ;
3) For any B  G B, there exists Bi G B, such that B\ + B[ C B;
Then, there exists r, a topology on X  such that, endowed with this topology X  
is a topological vector space and B is a fundamental system of neighbourhoods 
of the origin for T .

Proof. Let us set

V =  {V e x  I 3B G B ,B  C V}

and for any x  G X,
Vx  = {x + V I V  G V}

We need to prove first that Vx G X , Vx  has the properties of the system of 
neighbourhoods of a point in an arbitrary topology:

V I) x  G U, VU G Vx ,
V 2) If U G Vx  and U C V, then V  G Vx ,
V 3) For every U, V  G Vx , U A V  G Vx ;
V 4) If (7 G Vx , 3V G Vx such that U GV y ,V yG  V.
To show VI), let U G Vx . Then, 3V G V such that U — V + x, so 3B G B, 

B  balanced such that B 4- x  C U. As each balanced set contains the origin, 
it follows that x  G U.

The second property V2) easily results by the definition of V: If U G Vx 
and U C V, there is B G B such that B + X C U G V, hence V G Vx . Taking 
into account the property 2) of B and the definitions of Vx , V3) follows
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immediately. For V4), let U € Vx , and B G B such that x + B G U. Then, 
(3)), 3Bj € B, B\ + Bi € B. Setting V — Bi + x, we have for each y G V 
that U G V„, because

Bl +  y C  Bl + Bl + x  C  B + x  C  U

Then, by a well known theorem (see Preliminaries), there exists a topology 
r  on X  such that, Vx G X , Vx — Further, we will prove that this topology 
is compatible with the structure of vector space X . It is almost evident, by 
3) that the map (x,y) i— » x  4- y is continuous at each (xo ,y o). We will use 
the Remark 3 to check the continuity of the mapping (Q , X) •— » ax  (from 
K X X  to X). Because each B is an absorbing balanced set, obviously, the 
mappings (a, x) i— » ax  (from IK X X  to X) and a  i— » ax o (from K to X) 
are continuous at (0,0) and, respectively at 0 (where xü is arbitrary in X). 
The only thing to check is that the mapping x  i— > a ox  (from X  to X) is 
continuous at 0 (where a o is arbitrary in K). Take V  G V. By the property 3) 
of B, we can find inductively, for each natural number n, Vn  G V, such that 
2n Vn C  V. Take no natural such that |a o | < 2n °. Then, a oVno C  V, which 
ends the proof.

Definition. Let X be a topological vector space. A subset A of X is said 
to be bounded if for every V  G Vo, there is A > 0 such that AA C  V.

The definition involves the next properties regarding bounded sets:

P roposition  7.1.4 Let X  be a topological vector space. Then:
1) I f  A C X, A bounded and B G A, then B is bounded;
2) I f  A G X , A bounded and a  G K, then a A is bounded;
3) If A, B are bounded subsets of X , then A + B is bounded;
4) Every finite subset of X  is bounded;
5) Each convergent sequence of X  is a bounded set.

Proposition 7.1.5 Let A be a subset of a topological vector space. Then, 
A is bounded if and only if for any sequence (xn )n  C  A and any decreasing 
numerical sequence An  \  0, the sequence (An xn )n converges to zero.

Proof. Suppose that A is bounded and take arbitrary sequences (x„)n  G A 
and An \  0. Let V be a neighbourhood of the origin, which, without restrict­
ing the generality may be supposed balanced (Proposition 7.1.3). Then,
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2 A > 0, such that Axn  G V, Vn. Since An  \  0, there exists a positive integer 
no such that An < A, Vn > no . As V  is balanced, it follows that

An xn  =  T  • Axn  € V, Vn > n0

Conversely, supposing A is not bounded, it results that A nV, for some 
V  G Vo and arbitrary n G N. Thus, we can pick (xn )n C A  and

( i  *»)» IV

(contradiction).

Remark. By the previous proposition, it follows that an infinite subset A 
of X  is bounded if and only if each countable subset of A is bounded.

7.2 Locally convex spaces
Let X be a vector space and be a family of seminorms on X . There is 
a standard method of defining a topology on X compatible with the structure 
of vector space X by means of this family, as follows. Let ^(>1) be the family 
of all finite subsets J  of A  ■ For any J  G T ( A) and E G (0, oo), let WJI£ C X, 

W J i £ = - { z e X \ P j (x)< E , V jG J}  , H

and consider W = {Wji£ | J  G JF( A), £ G (0,oo)}.

Proposition 7.2.1 The. family VV C P(X ) has the following properties:
1 ) Every W  G W is an absorbing balanced set;
2) For any Wi, W2 G W, there exists W  G W such that W  C Win W2 ,
3) For any W  G W, there exists Wi G W, such that W\ + Wi C W;
4) Each W  G W is convex.

Proof. Let W j<£ G W. If A G K and |A| < 1, then for x E W j>€, 

PAW  =  RI • PAX ) < PAX ) "  £ > | 6  J >
thus Wjt£ is balanced. Take an arbitrary x G X. If p>(x) = 0, Vj G J, then 
ax  G Wj,e (Va G K). If max Pj(æ) /  0, then

J t  J

----- £— 7 -.X  €
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so, Wjț£ is an absorbing set. We have checked that 1) holds.
2) is proven by

C  ^K/i,ei LI IL j.j ,ea

The third property is also clear since

w JtC/2 + w J)£/a c  Wj,£

As any seminorm is positive homogeneous and subadditive, obviously each 
W  G W is convex.

Definition. A topological vector space X  is said to be locally convex if there 
exists a fundamental system of convex neighbourhoods of the origin of X .

Theorem 7.2.1 Let X  be a vector space and {pj}jeA be a family of semi- 
norms on X . Then,
1) There exists r a topology on X  compatible with the structure of vector 
space X  such that. W is a T -fundamental system of neighbourhoods of the 
origin of X ;
2) X  endowed with the topology T is a locally convex space;
3) The topology r is the coarsest topology on X  compatible with the structure 
of vector space X  such that each pj, j  € A , is continuous on X  for this 
topology;
4) The topology r  is Hausdorff if and only if {pjjjeA satisfies the following 
separation condition: for each x G X, x /  0, there is some j  G A, such that 
Pj(x) /  0;
5) I f {pj}jeA is a directed family (i.e. Vpj,, Pjt  there exists j  G A  such that 
Ph> Ph — Pj)> then a fundamental system of neighbourhoods for the topology 
r is W = {IVJ1£ I j  G A, E G (0,oo)} where WJ£  =  {x G X | Pj(x) < e}.

Proof. 1) and 2) result directly from the previous proposition combined 
with Theorem 7.1.1. Let us consider an other topology on X compatible with 
its vector structure, T C r  such that each Pj, j  G A, is continuous on (X ,r  ). 
As pj * (-oo,e) —- W(j}|£ , it results that r  C r  , therefore r  and r  coincide, 
so 3) holds. The fourth statement follows immediately by Proposition 7.1.2, 
taking into account that pj(x) = 0, V j  E A  involves x Ç Clwt yvVK

If ’8 a  directed family of serninorms, then for each J  € F(A),
there exists / G A  such that pt > P jy j  G .7 (such I exists because the family
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of seminorms is directed). We infer that

W{ 0 ,£ C WJ>t ,

which ends the proof.

Remark. Let {Pj}x_4 be a family of seminorms on X . Then the family of 
seminorms (><), where

qj(x) -m ax  p_,(z)

is a directed family of seminonns which evidently defines the same topology 
as Hence, there is no loss in generality assuming that the family of
seminorms which defines the locally convex topology in the above theorem 
is directed.

Further, we will prove that the topology of any locally convex space is 
defined by a family of semi norms.

Remarks. 1. Let X  be a locally convex space. Then, each neighbourhood 
of the origin, contains a balanced convex neighbourhood. Indeed, let V be 
a neighbourhood of zero and W  a convex neighbourhood of zero, W C V. 
Setting

w -  p | XW'
|A|>1

we have that W  is balanced. Indeed, take x  in W , so x € XW , VA, |A| > 1 
and p such that |p| < 1. Then, as |A/p| > 1, it follows that x  G A/pH' , VA, 
IA| > 1; that means fix G AH7 ', VA, |A| > 1. We conclude that fiW  C Hz, Vp, 
IMI < 1-

2. Let X  be a locally convex space and W a fundamental system of 
balanced convex neighbourhoods of the origin. For every W  G W, the gauge 
function of W is the mapping defined on X  by

Pw(x) -  inf{p > 0 I x  G pH7 }, x G X.

Notice that since W is an absorbing set, for every x G X , there exists ax > 0 
such that

(— , -too) C {p > 0 I x G pH'},

thus pu- is a well defined ( {p > 0 | x G pH'} 0} mapping fw m  X to R.
The next lemma shows that whenever H is convex, p» is subadditive, 

and if in addition Hz is balanced, pu is a seminorm
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Lemma 7.2.1 Let. X  be a locally convex space and W  a balanced convex 
neighbourhood of the origin. Then, the gauge function of W , pw is a semi­
norm.

Proof. Let x, y G X  and e > 0, £ arbitrary. Then, x Ç (pw(x) +  £)W, 
y G (pvv(y) + e)W, and accordingly,

--- ----------x  G W  and ------------ -y  G W  
p w (x )+ £ ) Pw{y)+E)

Since W  is convex and

X = PwW + £ < 1
PH'(X>4- pw(y) + 2e

we have that
A----7-^----- -x  + (1 -  A)----~ ----- -y  G W,

PW (X) + E) Pvv(y)+E)

thus x + y G (pw(x) + Pw(,y) + 2e)W. It follows that

Pw(X + y) < pw(x) 4- pw (y) + 2s

Because £ is arbitrary, it follows that pw is subadditive.
Now, let t > 0. We have for any x  G X,

pw {tx) ~  inf{p > 0 I tx  G / ih ’} = inf{/z > 0 | x  G yW} =

— inf {tn > 0 I x  G nW ) = t pw(x). 
e )t\t

If ß  is complex and |/?| =  1, since W  is balanced, ß W  = W, therefore

Pw(ßx) — inf {/z > 0 I ßx  G plV} = inf {/z > 0 | x  G pW ] = pw (x)

Take now an arbitrary complex a  0. As a = |a|/3, where |/?| — 1, it follows 
that

piv(ox) = pw {\a\ßx) = |o| pw {ßx) = |o| pw(x.)
Obviously, if o = 0, pw(ßx.) — 0, which ends the proof.

Lemma 7.2.2 Let W be. a balanced convex neighbourhood of the origin in 
the locally convex, space X  and pw the gauge function o fW . ’Then,

{J : G X  I pn (j-) < 1} C W G {x G X I pw{x) < 1}
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Proof. Let x  be in X  such that pw(x) < 1- Then, there exists p < 1 
such that x  G pW, and, since W  iș balanced, it follows that x € W, thus the 
first inclusion is proven. The second is clear.

Theorem 7.2.2 Let (X ,T ) be a locally convex space and W a fundamental 
system of ualanced convex neighbourhoods of the origin. Then, the topology 
of X , T is defined by the family of seminorms {pw'Jwew (where pw i*' the 
gauge function of W ).

Proof. For every W  G W, we have by Lemma 7.2.2 that

{x G X  I pvv(x) < 1} C W,

therefore the topology defined by the family of seminorms {pw}we>v> *s 
stronger than r. Conversely, to show that r  is stronger than the topology 
defined by the family of seminorms {pw'}w/ ew> consider

V — {x G X  I Pw;(x) < E, f — 1,2, ...,n}.

Clearly, (E/2)W, where

IV = W^nv^.... r w „

is a x-neighborhood of the origin and, in addition it is contained in V. Indeed, 
if x G (E/2)W, then (2/E)X G W, which implies that

/2  \
Pw; — 1’ ^7 = 1,2,. , 71,

or, equivalently,
Pwfix) < -  < E, Vi = 1,2, ,..,n.

Remark. The above theorem shows that the topology of any locally convex 
space is defined by a family of seminorms.

Theorem 7.2.3 (Kolmogorov ' theorem) Let (X ,r) be a Hausdorff topo­
logical vector space. Then, there exists a nona, || || on X such that 7||.|| =  r 
if and only if there exists a bounded convex r -neighbourhood of the. origin of 
X
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Proof. Clearly, it (A', r) is a nonned space, i — r |l|l» then the unit ball 
/J(0,1) = {x € X  I ||x|| < 1} is a bounded convex r-neighborhood of the 
origin of A'.

Conversely, suppose that W  is a bounded convex r-neighborhood of the 
zero in A. We may consider that W is also balanced (otherwise, we can 
replace it by O|A|>I AW )• Thus the gauge function of W  is a seminorm. We 
will show that pw  is a norm. Let x be such that pjy(x) =  0. Then, x G pW, 
Vp > Ü. Taking into account that W  is bounded, for each r- neighbourhood 
V of zero, pW  C V’ for some p > Ü. It follows that x belongs to each r- 
neighbourhood of the origin, and, as (A ,r) is Hausdorff, this involves that 
x =  0.

Now, we have only to show now that the topology defined by the norm 
pw coincides to r. Because of the inclusion

zW  C {x G A I pu (x) < =}, V-7 > 0,

we infer that r  is weaker than the topology defined by the norm pw ■ We claim 
that it is also stronger than this topology. Indeed, if V is a r- neighbourhood 
of the origin, AW C V  for some A > 0. It follows that

{x G A I pw(x) < A} C {x € A I pw f y )  < 1} C

C A{x G A | Pw(x) < 1} C AW C V, 
therefore

{x G A | pw(x) < A} C V, 
which ends the proof.

7.3 Weak topologies
If (A, II • II) is a normed space and X '  is its dual space, then the family of 
seminorms {p/}/t x- on A, where P/(x) — |/(x ) | for all x G A, define a lo­
cally convex topology on A denoted by <r(A, A*) (or cc) and called the weak 
topology on A. Notice that, by Corollary 1.3.1 to the Hahn-Banach theo­
rem, the topology <T(A, A ‘) is Hausdorff (the family of seminorms {p/}/( ,v 
satisfies the separation condition).

Theorem  7.3.1 Let (A, || • ||) be a nonned space. Then., the weak topology 
ou A, n(A,A*) is weak) r than the. nonn topology, ry .y. The two topologies 
toimidc if and only if the space X is finite dimensional.
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Proof. Let W ( / i , f 2 , ..., f n ’, e) a <r(X, X* ̂ neighbourhood topology of zero. 
Since f j  G X*, j  — 1,2, ...,n, we can pick > 0 such that for every x  G B(<5_,), 
|/j(x)| < £, j  — 1,2, ...,n. Then, setting

<5 =  min <L,l<j<n J

clearly, B(6) is contained in W (/i, f 2 , f n \£)• Thus the weak topology on 
X , a (X ,X ')  is weaker than the norm topology, 7_||.||.

If dimK^f — n, let {ei,C2, ...,en } be an algebraic basis of X . We may 
suppose that ||ej|| =  1, i —• 1 ,2 ,...,n. Consider for every i = 1,2, ...,n  the 
linear functional on X  defined by

« È  W>) = «<•
>1

From
I/.(È Î A )I = IÎ .I<II(«I ,Ï>....Will,

J=1
since the norms are equivalent on X , it follows that / ,  G X*, i = l,2 ,...,n . 
Then, the cr(X, X ̂ -neighborhood topology of zero lV ( f i , f 2 , . . . , f n ;£/n) is 
contained in B(e) as it results by

IH = I|ÈW<II<ÈI€>I<^ 
j=i j - i

We have proved that in the case of finite dimensional spaces, cr(X,X*) coin­
cides to the norm topology, T||.||.

Next, suppose that the weak topology on X , CT(X ,X *) coincides to the 
norm topology, T||.||. It follows that there exist f i ,  f 2 , f n € X* and 6 > 0 
such that

W ( f i , f 2 , . . . , f n -,6) = { x \ \ f j { x ) \< 6 } c B ( l )

Then, we can infer that

A  Ker / ,  =  {0}

Indeed, let x  be with fj(x )  =  0, j  =  l,2 ,...,n ; it results that fj(m x) = 0, 
Vm G N, j  =  l ,2 ,...,n , so m i  G B (l), G N, or equivalently ||x|| < 1/m, 
Vm G N, i.e. x — 0.
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Further. since Q'1 , Ker f ,  — {0}, we have that

Q K e r /y C K e r / ,  V/ G X '
i -I

Then, for every /  G X* , we can find £ K such that

/(* )  =  
j- i

as it results from the sequel Define un X  the K"-valued function, by

S(-r) =  ( /i(« ) ,/2 (x ) ,- ,/ ,.(x ))

and set X o — g(X Y  Clearly, X o is a linear subspace of Kn . Next, we consider 
the K-valued mapping h on X o defined by

h(yi,y-2,- -,yn ) = /(•*),

where x  is chosen in X  such that

/;(* )= !/> , J =  l ,2 ,... ,n

Notice that the mapping h is well defined since if f,(z )  = y,, j  =  1,2, ...,n, 
then z — y G Ker j  = 1, 2,..., n, so

n

z -  y G Q  Ker f ,  C Ker f

The mapping h is linear; if H is a linear extension of h to the whole space 
K", there exist Q| ,<*2, •••, <*n € K such that

n

H (yi,yt, -,yn) = 
J 1

In particular, for every x  G X, we have

/(■') -  y 3(x),...,g n (x)) =
n

lK g \^ ) ,g 2 {x ) ,- ,g n {x)) =
j  1
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Thus, as each f  € X* is in Sp {/i, / Î , •••,/»>}, we have proven that X ’ is finite 
dimensional. This fact implies that X  is also finite dimensional.

Now consider the dual space X* of the normed space X . This has a norm 
topology and a weak topology also, cr(X*,X**). Another useful topology 
on X *, is the locally convex topology, (obviously Hausdorff), defined by the 
family of seminorms {px }x ^x, where px ( f)  =  |/(x ) | for all f  G A'*. This 
topology, denoted by a(X *,X ) (or w‘) is called the weak* topology on X*. 
We notice that since X  C X ” (Proposition 3.2.1), a (X ',A ') is weaker than 
<r(X‘ ,X*‘).

Remark. K'c 
account that a 
form

may regard X* as a subset of the product K x . Taking into 
typical o(X * , X )-neighborhood of zero contains a set of the

{ f e X * \ \ f ( x j ) \ < e ^ j ,  l < j < n } ,

clearly the weak’ topology on X*is the relativization to X ’of the product 
topology of K x .

Theorem 7.3.2 ( A laog lu ’s theorem) Let (X, || • ||) be a normed space. 
Then, the unit ball of X * , B — { f  € X ’ | ||/ || < 1} is compact for the weak* 
topology.

Proof. For each x E X  we set B(x) — {/(.T) | f  G B}. Notice that

B e  n  B & -  
xex

The idea of the proof is the following. First, we will show that FLeX H(x) 
is compact for the weak* topology. Our arguments here will be based on 
Tychonoff’s theorem (Preliminaries), which states that in the product topol­
ogy a product of sets is compact if and only if each of them is compact and 
on the fact that the weak* topology on X*is the relativization to X ’of the 
product topology of K'Y . Second we will prove that B is uj‘-closed, which, 
since a closed subset of a compact set is also compact, will end the proof.

So, start showing that for each x  G X, B(x) is compact. Since

|/(x ) | < ||x||, V /G ß
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it follows that B(x) C {A G K| |A| < ||x||}, therefore B(x) is bounded in K. 
Further, let (fn (x))n  be a sequence in B(x) that converges to A G K. Since

l / n ( * ) l  —  |A |

we have that |A| < ||x||, so |A| ■ Hx||- 1  < 1. By the Corollary 1.3.1 to the 
Hahn-Banach theorem, there exists f o G X* with ||/o || =  1 and / 0(x) =  ||x||. 
Let consider the linear functional on X  defined by

f(y )  = |A| • | |x | r 7 o (y), Vj/GX

We remark that /(x ) = A and f  G B  since by

|/(î/)| =  |A| • ||x||~1 | / o (j/)| < |A| ■ ||x||~1 ||j/||

we have that f  G X* and

ii/ii < IAI • h r 1 < 1

We have just proved that A G B(x), this shows that B(x) is closed. Hence, 
we may infer by Tichonoff’s theorem that ILex B(x) is compact for the 
relativization of the product topology on X*, so for the topology.

Finally, let us verify that B  is closed for the w* topology. Let f o be in the 
w’-closure of B. We have to prove that f 0 is in B, that means f o is linear, 
bounded and its norm is less than one. Take arbitrary Xj,x2 G X  , a, ß  in 
K and £ > 0 and consider the <r(X*, X)-neighbourhood of / o ,

W ~  fo 4" H{(ai, +/3zj), zj}, t

It follows that for each f  G W, |/(a x i +  ßxf) — f n(axt + /9x2)| < E, | / ( XI)— 
—/o(æi)| < £ and |/(x 2 ) -  / o (x2 )| < £.

As f o is in the u*-closure of B, there exists f \  G G W D B. By

|/ o (axi + /?x2 ) -  a / 0 (xj) -  /3/O(X2 )| =

= |/o(axi4-/3x2 ) - / 1(QX1 +/3x2 ) + a / i (x 1)4 -^ /1(x2) - a / o ( x i ) - / î / o(x2)| <

< | / o (axj+/?x2 ) - / 1(ax 14-^x2 ) |+ |a | | / o ( x i ) - / 1(x1) |+ |/?H /<,(x2 ) - / i ( x 2)| < 

< £ + |a|£ r |Z3|£ = £(1 + |Q | + |/?|),
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since e is arbitrary, it follows that f o is linear. Finally, consider the a f X ' , X  )- 
neighbourhood of f o ,

W = { /G X - | |/(x ) - / o (x)| < £}

(with x  in X  and £ > 0 arbitrary). As / o is in the uAclosure of B, there 
exists / i  E W  D B. By

|/o(x)| < | / o (x) -  A(X)| + | / 1(x)| < £ + ll/JI . ||x|| < £ + ||x (,

it follows that | / o (x)| < ||æ||, Vx € X , i.e. f o is bounded and ||/o || < 1. The 
theorem is proven. .

7.4 Linear functionals on locally convex 
spaces

At the beginning, let us make an useful remark.

Remark. A linear functional on a topological vector space X  is continuous 
on X  if it is continuous at zero. Indeed, if f  : X  — » K, is continuous at 
zero, Vs > 0, 3W  € Vo such that for all x  in W , |/(x ) | < £• Then W  + x o is 
a neighbourhood of x n (xo arbitrary in X), and for all x  in W  4- x o we have 
that |/(x ) -  / ( x o)| < E.

Proposition 7.4.1 Let X  be a locally convex space such that its topology is 
defined by means of the directed family of seminorms (Pj)j&A and f  : X  — * K 
linear. Then, the functional f  is continuous on X  if and only if 3 jo E A  and 
•rç > 0 such that |/(x ) | < T] Pj„(x), Vx E X.

Proof. Let f  be continuous on X . Then, there exists a neighbourhood 
such that for ail x E |/(x ) | < 1. Take now an arbitrary

x E X . Evidently, for each Ö > 0,.

P M  + 0

which, implies that
l / ( x ) |< - - f e „ (x )  + 0)

&O
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Since O > 0 is arbitrary, the previous inequality implies that

l/(æ)l < X ,

(where rj = l /e o).
The converse is clear.
The next result is an immediate consequence of the Hahn-Banach exten­

sion theorem.

Theorem 7.4.1 Let X  be a locally convex space, let Y be a closed subspace 
of X , and let x o be any point of X  that x o $ Y . Then, there is a continuous 
linear functional f  on X  such that its restriction to Y  is zero and f ( x o) — 1.

Proof. Let x o be in X , x o Y, thus — x o Y. Since Y  is closed there 
exists W  € Vo such that (W  — x o) D Y  =  0. Then, {x | p(x) < E} C W  
for some seminorm p on X  and E > 0. If y is arbitrary in Y , as y is not in 
W  — x o , evidently y -I- x o W. It follows that p(y 4- xo) > £. Thus, we have

-p (y  +  xo) > 1, Vy G Y. 
E

If Z is the linear space spanned by Y  U {xo}, we define here the linear 
functional f 0 : Z  — ► K, by

fo{y 4- Ax0) =  A, y G Y, A € K.

Then,

|/o(p +  Axo )| =  |A| < IA| • p( ~ +  xo ) • I  =  I  ■ p( j  +  xo),

equivalently,
l/oU)| < Pit?), VZ G Z

where p t is the seminorm 1/E • p. By the Hahn-Banach extension theorem, 
3 /  : X  — > K, a linear extension of f 0 such that |/(x ) | < Pi(x), Vx G X. 
Applying Proposition 7.4.1, it follows that f  is also continuous. Since f  is 
an extension of f o defined as above, clearly /(y ) = 0, for each y in Y  and 
/(æo) = l.

C orollary 7.4.1 Let X  be a Hausdorff locally convex space and x o in X , 
x o 0. Then, there exists f  a continuous linear functional on X  such that 
f ( x o ) /  0.
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Proof. One can apply the previous theorem for the closed subspace Y — 
— {0} and the point x o Y.

An immediate consequence of this corollary is:

Corollary 7.4.2 Let X  be a Hausdorff locally convex space and x, y in X , 
x y. Then, there exists f  a continuous linear functional on X  such that

The next theorem, apart from being an interesting result, will be an useful 
tool further. Recall that if X  is a vector space over C, a real linear functional 
on X  is a mapping f  : X  — > R which is additive and real homogeneous, i.e. 
f(ax) — a /(x ), Va € R, x  G X.

Theorem 7.4.2 Let X  be a locally convex space, let C be a closed convex 
subset of X , and let xo be any point of X  that xo (f C. Then, there is a 
continuous, real linear functional f  on X  such that

/ ( x 0) < sup /(x).
xEC

Proof. Since C is closed and x o C, there exists a balanced convex open 
neighbourhood of zero V  such that (xo — V) D C = 0. Let us define

<5 = U(* + v )
x e c

and notice that clearly, C is an open convex set including C. In addition, x o
C (otherwise, Ex € C such that x 0 E x+V ; it follows that (xo —V)AC 0, 

contradiction). We shall show that there is no loss in generality in assuming 
that 0 € C. Indeed, let z be any point in the open set C. Clearly, C — z has 
zero in its interior and x o — z C — z. If we can find a continuous, real linear 
functional f  : X  — * R such that’ f f x o — z) > sup {f(y ) | y E C — z}, then

/ ( x o) > sup { f(y )  I y E C} > sup {/(j/) | y E C}

and we would have proven the theorem.
Thus we may consider that C is a convex neighbourhood of zero, thus C 

is an absorbing convex set. Defining the gauge function of C, clearly (see 
Lemma 7.2.1) this is well defined (C is an absorbing set), subadditive (C is 
convex), and p~ (ax) =  ap~ (x), Va E R, a  > 0, x E X  (only for positive
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scalars since C  is not necessarily balanced). Regard X  as a vector space over 
R , let Y  be the linear space spanned by {xo} and define f o : Y  — » R, by

/ o (Axo) =  A • p(xo), A G R

Let y € Y, y = Xxo . If A > 0,

/o(y) =  /o(Axo ) =  A • p(xo) =  p(Axo) = p(y)

For A < 0,

fo(y) = fo(Xx0 ') =  A ■ p(xo) < 0 < p(Axo) =  p(y),

so, we infer that f o (y) < p(y), Vy € Y.
By the Hahn Banach ext nsion theorem, there exists an extension of / o , 

/  : X  — ♦ R, real linear such that /(x ) < p(x), Vx € X. Then,

/ (x o) =  p(xo) > 1 > sup{p(x) I x € C} >

> sup{/(x) I x € C} > sup{/(x) | x G C).

Moreover f  is continuous. Clearly, we can pick U C C ,U  balanced, thus

Pc (æ) Pu(x), Vx G X

Then /(x ) < pu(x), and / ( —x) < pi/(—x), Vx G X , accordingly,

|/(x ) | <Pi/(x), Vx G X

Using Proposition 7.4.1 it results that /  is continuous.

7.5 Extreme points, the Krein-Milman theo­
rem

The next theorem (due to Krein and Milman) proves that the compact sub­
sets of locally convex spaces have a useful geometric property. At the begin­
ning let us introduce some more notions.

Definition. Let X  be a vector space over the field K and let A be a nonempty 
subset of X . A nonempty subset B  of A is said to be an extreme subset of 
A if a proper convex combination-Ax +  (1 — A)y, 0 < A < 1 of two points x
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and y of A lies in B only if both x  and y are in B. An extreme subset of A 
consisting of just one point is called an extreme point of A.

Remark. Notice that UJ G A  is an extreme point of A if the conditions x, 
y G A, X a real number such that Ü < A < 1 and Xx 4- (1 — X)y = UJ imply 
that x — y = io.

Examples. 1. Let A be the solid unit square in R2  * * * * 7,

(2) co (£xtr K) = co K.

Proof. Let P  be the family of all closed, extreme subsets of K  and remark 
that P  has the following properties:

(a) P  is not the empty family (since it contains A).
Iß) If (SJ.eT C P  such that Qt6 T  SL 0, then r)te T  SL G P.
Indeed, since ("Ly S L is a closed subset of the compact set K, it follows 

that PVT S t is compact too. Moreover, for any x, y G K  and A, 0 < A < 1 
with Xx 4- (1 — X)y G fjtfc T  S t we have that Xx 4- (1 — X)y G S\, hence, since 
is an extreme subset of A, x, y G G T, or, equivalently x, y G FU Y

(7) Let S  be in P , f  a continuous, real linear functional on X , and

A =  sup{/(x) I x G A}

Then, the set of the points of S  where f  attains its maximum,

5’z = {:r G S  I f(x )  = //}

A = I 0 <  x < 1, 0 < y < 1}

Then, the boundary of A,

B =  {(x,y)|x =  0, y = 0, x = 1, y =  1}

is an extreme subset of A and the vertices of the square are extreme points 
of it.

2. Let A be the unit closed ball in R2 , A = {(x,y)|x2 4- y2 < 1}. Then, 
each point of the unit circle is an extreme point of A.

Notation. We will write £xtr A for the set of all extreme points of A.

Theorem 7.5.1 (The Krein-Milman theorem) Let X  be a Hausdorff, lo­
cally convex space and let K  be any compact subset of X . Then, 
(1) £xtr  A~ /  0;
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is in P . Clearly, S j is compact as a closed subset, (S/ — f l ({p})) of the 
compact K. Further, for any x, y € K  and A, 0 < A < 1 with Ax 4- (1 — X)y G 
G S f it results first that Ax 4- (1 — X)y G S. It follows, /(x ) < p and f (y )  < p. 
Then,

p = f(X x  4- (1 -  X)y) = Xf(x) 4- (1 -  A)/(y) < Xp 4- (1 -  X)p = p,

which allows us to conclude that /(x ) =  p, f(y )  — p, so x, y G Sf.
Now we will prove the statements of the theorem in two steps.
I) First we show that for any S  in P , SC\£xtr K  0 (which, in particular 

will get £xtr K  0).
Thus, for S  arbitrary fixed in P , let us denote by S  the family of all 

subsets of S  which are in P  which clearly is not the empty family since 
S  G P . We introduce a partial order, ” -X ” on S ,

and notice that each chain C =  (Tj)ie/ in the partial ordered set S , has an 
upper bound, as it results from the next. For any finite subset J  of I, since 
C is totally ordered

A M
ieJ

Then, the family of compact sets has the finite intersection property 
the

f W 0
i e l

By the property (ß) of P , it follows that is in P , thus, flier Ti € S. 
In addition

7’,-4 p |T i ,  Vt G /  
i e l

Hence, by Zorn’s lemma, <S has a maximal element, To (so, To C S  and To is 
an extreme subset of K).

We will prove that To consists of a single point, Tn = {cu}. Suppose there 
exist x, y in To , x /  y\ then by Corollary 7.4.1, there exists a continuous, 
real linear functional f  on X  such that /(x ) f(y)- If

M = ™p { / (x) I x G To },

then,
To / = { z C T o \ f ( z )  = p } $ T o
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By the property (7) of P , it follows that Toj € S. As To -< Toj ,  our assumption 
allows us to a contradiction (since To is maximal).

Now, we can conclude that S  A £xtr  K /  0, because o’ is an extreme 
point of K, and it is also contained in S.

II) Second, it remained to see that co(£ xtr K) = co K  . Clearly,

co(£xtr K) C co K

For the converse inclusion there is enough to check that

K  C co(£xtr K}

Otherwise, there is x Q in K,

x 0 £ c.o(£xtr K)

By Theorem 7.4.2, there exists a continuous, real linear functional f  on X  
such that

f ( x o ) > sup {/(x) I x  G co(£xtr K)}
Let p = sup {/(x) I x E K} and K f  = {x E K \ f (x )  — p}. Then, K j E P, 
and by the first step,

A'/ A £xtr  A" 0
This is a contradiction, since for any x E £xtr K, f (x )  < f ( x o ) < /r, thus 
x (f K j.

Application to the Krein Milman theorem
We will prove that each probability measure on a Hausdorff compact 

space T  can be approximated pointwise on Cc(T) by measures with finite 
support on T. Let us be more specific.

If Cc(T) is as usually the Banach space of all continuous complex functions 
on a Hausdorff compact space T, (endowed with the norm, ||x|| =sup |x(i)|), 

ter
the dual of Cc(ï’), denoted by M(T") is called the space of Radon complex 
measures on T. The set of all probability measures on T, M P(T), is A4P(T) = 
= { p E  M (T )  I llpll < 1, M(l) = 1} (where 1 G Cc(T), l(t) =  1, Vf G T). 
We will consider on A4(T) the u;*-topology.

Theorem 7.5.2 Let A4(T) be the space of Radon complex measures on a 
Hausdorff compact space T, and M P(T) be the set of all probability measures 
on T. Then,
1) M P(T) is a -compact convex subset of A4(T);
2) £xtr (X tp (T)) = {<5t | t G T}, where <5t (x) = x(t), Vx G Cc(T) (bt  is called 
the unit point mass at t, or the Dirac measure at t).
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Proof. 1) Clearly, .MP(T) is a ^/-closed convex subset of the unit ball of 
that by Alaoglu’s theorem is oz’-compact. It follows that _A4P (T) is 

also ^ ’-compact.
2) First, we prove the following properties of the elements of
i) If x  G Cc(7’), and x = x, (x(t) =  x(t), Vt), then /z(x) 6 R ,V g€  A4P (7’);
ii) If x  € Cc(7'), and x > 0, then /z(x) > 0, V/z G A4P (7’);
iii) If x  G Cc(7’), and p G A7P(A'), then |/z(x)| — /AN)-
Let x  G Gc(T), with x — x  and suppose that /z(x) ~  a + ib, b 0. Then, 

for Vn G N, we have
|/z(x +  zfen)| < ||x +

Taking into account that |/z(x +  ibn)| — a2 +  b2 (l + ri)2 and |x(f) +  tfn| =
■— |x(t)|2 + b2n2 , Vt G T, the previous inequality gives

a2 4- 62 (1 + ri)2 < ||x||2 + b2n 2

which enables us to conclude that b = 0, so i) holds.
Let x  > 0 be and /z G A4p (71). Then,

IMI -  /A*) = M(llæll -  æ) < IMI -  æ < IM
which shows that /z(x) > 0.

By i), /z(Rex) — Re/z(x), x  G Cc (7’). Then, iii) follows from

|/z(x)| =  /z(x)e~’ “ gM (l) = p{x ■ = Re / z(x • e ,a rg tl(x }) =

=  /z(Ree* a r g / i ( l )x) < /z(|x • e ' ,a rg  "(a:)|) =  /z(x)

We have also to remark that an immediate consequence of ii) is
ii ) If x ,y  G Cc(T), and x > y, then /z(x) > /z(y), V/z G A4P (71).
Further, we will prove that each p G Extr (A4P (T)) is a multiplicative 

functional,
p(jcy) =  /z(x)/z(y), Vx, y G Cc (T)

First, we notice, since the linear space spanned by {x G Cj^T) | 0 <  x <  1} 
coincides to Cc (7’), there is sufficiently to prove that p(xy) = ^z(x)/z(y), only 
fprx, yG C cC n, Ikll < 1, IM < 1.

Let x G Cc(T') be such that 0 < x < 1. Set a = p(x). Using ii), clearly 
o G |ü, 1], If a  = 0, we have /z(x) ■ /z(y) = ft • p(y) = Ü, and on the other 
hand, by

o < |/4æy)l < M(llz/ll • æ) = lli/ll • M(æ) = o,
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p (xy )  — 0, thus the equality holds. If o  1 by

U < /z((l x).y)| <  ||y|| //(I j  ) 0,

it follows that p(y) — p (x y ) , equivalently, p (xy )  =  /i(y) ■ 1 p(y)p{.: )
Now, for an arb itrary  <t €  (0, 1) we define on Ci(7 ) t he functionals r and 

V’ f>y
=  a  ‘/r(xy), V(/€C’C (7 )

and respectively,

0(ÿ) =  «  '/4 ( l  -  VyGC’.[(7')

Cleaily, p  and </> are hneai and ç>(l) — V'(l) =  1. In addition,

l/'(*y)l <  = M(4VI) <  llyll • n ,

which implies tha t <  ||y ||, Vy G G (T’) so ||/>l| <  1
Similarly,

1/4(1 - * )y)| <  p ( |jy |)  / i( (l  .r)|y |) <  ||y|| • (1 o),

thus, also |0 (y )| <  ||y ||, Vy G Cc (T ), hence ||^ || <  1.
We have obtained th a t ip, ip G A4P (7’). But p  — a p  +  (1 <t)0 and

p G £ x tr  (Ä4p (T)). It results th a t p  — <p = </’, therefore p(y) — u(x) 1 p( /■!
The next step in our proof is to  show' th a t foi each p  Ç £:rtr (_Mp ( / ’)). 

there exists t G 7’ such th a t Ker p C Ker <5t . Otherwise, suppose that for 
each t in B there is x < l>  in Ker p with x < t > (t) 0 Then, them  exis’s <. 
neighbourhood of /., Vz < /  such tha t 1 is strictly positive on V <1> As T  
is compact and contained in IJtg, V  1 there exist t ( , ....., t n  in I such
that

À  C Û  V<“ > 
«-1

For each t — l ,2 , . . ,n ,  denote by Xi the function T< r , > , and by VG ihe neigh­
bourhood of t t , V <1’^ . We have th a t x ,(s) > 0, Vs G V<.. Then, the function 

n
x =  Xji', 

«=i

has clearly the property th a t x (t) 0, Vt Ç T. Hence,

1 = i1^- ■ - )  = M(-C ) ■ / ' ( - )  = °.I’ /’
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(contradiction) It follows that Ker p C Ker 6t .
Then, for each x  G Cc(7),

x  — p(x) ■ 1 G Ker p C Ker6( ,

thus, x(t) =  p(x). Consequently, we have obtained, that each p belonging to 
Extr (-Mp(T)), is also in {<5t | t G T}

In order to end the proof we need to see that Vt € T

bt G Extr

Let ip € A4P (7’) and a  G (0,1) such that 6t — ap> +  (1 — a)ip By,

1 Mly|) < = MOI
it results that Ker D Ker öt , thus as above p(y) — 6t (y), V y G Ce (7’) 
Similarly one prove that ip — bt .

Corollary 7.5.1 Each probability measure on a Haudorff compact space 1 
can be approximated pointwise on Cc(T) by measures with finite support on 
T.

Proof. Combining the previous theorem with the Krein Milman theotem

A4p(T) =  ^PHTGTT’
Then, for each p G A7p ( r ) ,  there exists a net C co{dt | I G T} such 
that converges to p  in the cv*-topology. Taking into account that the 
elements of co{<5( | t G T} are finite linear combinations of Dirac measures, 
the corollary is proven.

7.6 Fréchet spaces
In this section we will describe a special class of locally convex spaces, of 
those locally convex spaces whose topologies can be defined by means of a 
countable family of seminorms Let us begin by a preliminary result.
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Lemma 7.6.1 Let (X ,r) a Hausdorff locally convex space, the topology T
being defined by means of the countable family of seminorms (pn )nfcN- For
each x  E X  define

OO 1
=  E  • 

n=l Z

^n(x)
1 +  Pn(*)

1) Then:
i) q(x) =  0 if and only if x — 0;
ii) q(—x) — q(x), \fx € X;
iii) q(x + y) < q(x) + q(y), Vx,y € X.
2) For each x ,y  E X  define d(x,y) — q(x — y). Then, d is a translation 
invariant metric on X  and the topology defined by d coincides to r.

Proof. 1) Clearly, for each x  G X  the series

Pn(x)
1 +  Pn(*)

is convergent, since

1 Pn(x) <  1_ 
2n  ’ 1 + p „ (x )  ~  2" Vn € N

Suppose q(x) = 0. Then, because of

1
2n

Pn(x)
1 +  p„(x) < «(æ), Vn E N

it follows that for each n 6 N , pn (æ) =~- 0. As the family of seminorms (pn )neN 
satisfies the separation condition ((X, r)  is a Hausdorff space) we have x  = 0.
ii) is evident by

P „(-æ ) =  Pn(x)

For each x ,y  € X, taking into account that

Pn(i’ +  y) < Pn(x) +  Pn(y)

and using the fact that the function t >— ♦ t(l 4 /) 1 is increasing on [0,oo)
we have

1 Pn(g +  y) <  2 .
2" 1 4 /»„’(./’ L yj ~  2”

_ P»(J ) + p<‘(y)
1 + Pn( ' ) +- P„(.v)
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1
2"

Pn(j) +  Pn(p) 
1 + Pn(^) + pn (y) 1 + pn (x) + Pn(y)

1
-  2n

Pn(x)
1 +  pn(^)

Pn(p) \
1 +Pn(y)J Vn G N

Summarizing, iii) results.
An immediate computation shows that d is a translation invariant metric. 

Let us denote by rd the topology defined on X  by d. We shall investigate the 
relationship between the Td - and r-neighbourhoods of zero in X . We prove 
first that for each £ > 0, there exists a finite set F = {«i,«a ,in } C N and 
6 > 0 such that

W E,S C B,(e)

(where, as in section 7.2, W pj — {x G X  | Pj(x) < <5, j  G F} and, as usually 
0 9 (E) =  {x G A' I ç(x) < e}).

We shall consider the increasing family of seminorrns (p„)n 6 N,

p'n (x) =  rnax{pi(x), /^(x),

and we notice that the locally convex topology defined by means of this 
family coincides to T. For each x  G X  define

, 00 1
( * )  =  E  •

n = l Z

Pn(æ)
1 +Pk(æ)

Since
P„(æ) > Pn(^), Vx G A

and the function t e—> t( l 4- t ) 1is increasing on [0,oo) we have that q (x) > 
> ç(x). Vx G A, hence, for each e > 0,

C B,(e)

It follows it is enough to show that for each £ > 0, > 0 and m  G N, such
that

C B .(£)

Let £ > 0 be; then 2 k < £ for some k > 0. We show that

^ { p ^ j h 2  ( ‘ + 1 )  C
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Indeed, let x  G X  such tha t

As (Pn)neN is an increasing family it follows tha t

Vj -  1 ,2 ,..., A: +  1

Then, '/ t - V' 1 pjW qx S
ktl J

1 “ j=fc + 2 “
V - L  —  =  1
Z-, 2J +  2ft 11 ~  2k

1

1
2 M  1

Setting T] — 2 and m  = k  4 1, it follows that

W'to,. c W
Thus T is stronger than  rd .

Now, let Let k  be natural such th a t 2 k < e. We have

^ 2 ' l f ’2 H ■+’•» t*-»"*) C  W7!*1’12’ ‘»I-2 ‘ C  inl,e

Indeed, let x  be with

As

we have

...  ....  . .............,
2- 1 + P i l (z)

J ____ P,t ( æ ) ________ 1________
2*' l + p <((x) 2'i ■ 2 ^ J - I ’(' i i r t f c 4  1

from where it follows tha t
1 + P > M  > PM(X ) ■ 2 ^ - 1'’"<,J , M  ',

thus,

p,,(3:) c < *
We conclude th a t the topology Tj is stronger than r, so finally the two 
topologies coincide.
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Theorem 7.6.1 Let (X ,r) a Hausdorff locally convex space. Then, the fol­
lowing are equivalent:
(1) The topology r is metrizable;
(2) There exists B a countable, fundamental system of T -neighbourhoods of 
zero;
(3) There exists V  a countable family of seminorms that satisfies the separa­
tion condition such that the topology defined by V  coincides to T .

Proof. It is clear that (1) implies (2). Assuming (2), it is no loss in 
generality supposing that all neighbourhoods in B = {(7n }n  are convex and 
balanced. Let pn be the gauge function of Un for each n. By Theorem 
7.2.1, clearly the topology r  is defined by means of the countable family of 
seminorms P  — {pn }n , then (2) implies (3). (3) involves (1) follows from the 
previous lemma.

Definition. A locally convex space whose topology is metrizable is called a 
metrizable locally convex space. A complete, metrizable, locally convex space 
is called a FYéchet space.

Example. In this example, we shall denote by No — N U {0}. For n € N, 
R" is, as usually endowed with the euclidean norm, || • ||2 . For the closed 
ball of radius m  > 0, we shall write as usually B(m). Let be C°°(Rn ) the 
space of all numerical functions on R" which have partial derivatives of any 
order. If Z = (Zi,Z2 , ...,Zn ) G NQ, Z, € No is a n —multi-index, we write |Z| for 
h +Z2 4-...+Zn . For each arbitrary function x  € C°°(Rn ) and each multi-index 
Z, let

I <9|j |x 
dt\'d t‘f.. .d t‘n

Further, if we write suppz for the support of x E C°°(R"), let us denote by 
P ni =  {x E C°°(Rn ) I suppx C B(rn)}. We can define a countable family 
of seminorms on T>m , (p ^ )jeN 0 by

P)m )(x )=  sup {|/A(Z)| |Z €N S , \ l \< j}

The family *s  a  countable family of seminorms that satisfies the
separation condition; it defines a metrizable, locally convex topology on P,„, 
T,„. Moreover (P,n ,T,„) is a Fréchet space. Indeed, let (x*)* be a Cauchy
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sequence, (xk )k C T>m . Thus, for each j  G No and E > 0, there exists k(j, E) 
such that Vz, k >

\D ,x i (t) -  D‘x k (t)\ < f, V Z G NS, |Z| < j, VZ G B,n ,

Hence, it follows that (D lx k )k is uniformly Cauchy on ß(m ), so uniformly 
convergent to the continuous function y1 (V I G NJ, |Z| < j). It results that 
y l = D ly0 , V I G NJ{, |Z| < j. As, this judgement is valid for each j  € No, we 
can conclude that y0 G T>m , and the fact that (T>m ,Tm ) is a Fréchet space is 
proved.

7.7 Inductive limits of locally convex spaces
Let X  be a vector space over the field K and (X j)jk j  a family of linear 
subspaces of X  with the following properties:

i ) x  =  UjC jX J ;
ii) The family (Xj)j€ j  is directed by inclusion (i.e. Vy, € .7, € J

such that X j t C X j3 and X r2 C Xj3);
iii) For each j  G J, the space Xj is endowed with a locally convex topology, 

Tj such that if X j C X/, the trace of 7( on X j is weaker than Tj.
Let us consider further W, the family of all balanced, convex subsets W  of 

X  enjoying the next property. Vj G J, the set W  D X } is a Tj-neighbourhood 
of zero in Xj. Clearly, the family W satisfies the hypotheses of the Theorem 
7.1.1, accordingly, there exists T!nd a topology compatible with the vector 
structure of X, which in addition is locally convex, such that W is a funda­
mental system of neighbourhoods of the origin for this topology.

The space X endowed with the topology rinti defined as above is called 
the inductive limit of the spaces (Xj,Tj)jCj  and is denoted by

(X,Tin d )= lim  (Xj,Tj)

Proposition 7.7.1 Let (X,T„ld ) =lim (Xj,Tj) be and fo rV j G J, let l} 
be the canonical mapping which maps Xj in X, lj(x) — x. Then, T is the 
strongest locally convex topology such that Zj is continuous, Vj G J.

Proof. Let r be a locally convex topology such that

Z, : ( X „ 7 ,) —  > (X ,r')
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is continuous, Vj € J. Then, for each arbitrary T  -neighbourhood of zero, U, 

lȚ l (U) = U CîXj

is a ^-neighbourhood of zero, thus U G W. It follows that r,nd is stronger 
than r  .

Proposition 7.7.2 Let (X ,r tn d ) —lim (Xj,Tj) be and f  be a linear func­
tional on X , f  : X  — > K. Then, the functional f  is continuous if and only 
if  for each j  G J, 

is continuous.

Proof. Clearly, by the previous proposition, if f  is continuous, then. Vj € 
J, f  o lj is continuous. Conversely, suppose that Vj G J, f  o lj is continuous, 
so, for each £ > 0, ( /  ° l j) - 1 ({A G K | |A| < E}) is a ^-neighbourhood of zero, 
Vj G J. Since

( /  o Zj)- 1 ({A G K I IA| < E}) =  I / 1 o (/"*({A G K I |A| < E}))

we have that, for every j  G J, / * 1({A G K | |A| < E}) D X j is a Tj- 
neighbourhood of zero (Vj G J). Evidently f ~ 1 ({A G K | |A| < E}) D X j 
is balanced and convex. It follows that f 1 ({A G K | |A| < E}) is a rin d- 
neighbourhood of zero, which proves that f  is continuous.

Example. ( The distributions space, distributions') Let us denote by

T) — {x E C°°(R") I suppx compact}

and consider the family of vector subspaces of T>, (Vm ,r m )m eN (where for 
each m  G N, (T>m , rm ) is the Fréchet space of the example in the section 7.6). 
It js easy to see that 2? =  (Jm P m ,and that T>m  C 1, Vm, thus the family 
(2?r„,7"m )m e N is directed by inclusion. The equality

{x G P m | P <m )(x) < E} =  {x G P m | p<m + 1 )(x) < E}

shows that for each m  G N the relativization of the topology rm + i to T)m  coin­
cides to rm . Then, we can define (V, rin d ), the inductive limit of (T>m ,

The space (P.Tind) is called the distributions space (the Schwartz space).
A continuous linear functional on (V,Tind ) is called a distribution on R". 

By the Proposition 7.7.2 it follows that f  : (T>,rin d ) — ► K is a distribution 
if and only if Vm G N, f  o l,n : (P m ,r m ) — ♦ K is continuous, therefore 
V;/t G N, Bj G No , and 3/z > 0 such that |/(x ) | < p p ^ \ x ) ,  Vx G P m .
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7.8 Exercises
1. Let 7’ be a Hausdorff topological space and CR(T) the linear space of all 
continuous functions, x : 7' — » K Denote by X(7') the family of compact 
subsets of T. For Q € K(T) and E >  0 define

Wq,e = {X G CK (T) I sup |x(t)| < f} 
teQ

Show that there exists T a topology compatible with the vector structure 
of CK(T’) such that the family W = { WQI£ | Q E £ > 0} is a funda­
mental system of r-neighbourhoods (this topology is known as the topology 
of the compact convergence).

2. Let X  =  {x G CR([0, 1]) I 3Q € (0,1] such that x(t) = 0, Vt G (O.a]} 
endowed with the usual norm topology of CK([0, 1])- Show that the set

D =  {x G X  I n • |x (l/n ) | < 1, Vn G N}

is an absorbing, balanced, convex set, but 1) is not a neighbourhood of zero 
in X .

3. Let X  be a topological vector space and f  : X  — » K, f  linear. The 
following are equivalent:

(1) The functional f  is continuous;
(2) Ker f  is a closed subspace of X .
4. Let (X, r)  be a locally convex space, r  being defined by means of a 

family of seminorms (p>)>ej. Show that the net (xQ)Q e4 C X  converges to 
x G X  if and only if Vj G J  the net (p;(xQ — x))Qe?i converges to zero.

5. Let (X, r) be a locally convex space, r  being defined by means of a 
family of seminorms (Pj)jej- Show that the set B C X  is r-bounded if and 
only if Vj G J, 3Aj > 0 such that Pj(x) < Xj, Vx G B.

6. Let (X, r) be a locally convex space, T  being defined by means of the 
directed family of seminorms V = (Pj)jeJ and <7 a seminorm on X.

a) The following are equivalent:
(1) The seminorm q is continuous;
(2) The seminorm q is continuous at zero;
(3) The set {x G X | Q(X) < 1} is a r-neighborhood of zero.
(4) 3c > 0 and p E P  such that q(x) < cp(x), Vx G X.
b) If q is a continuous seminorm on X, then the family P  U {</} defines 

the same topology on X as P.
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7. Let SK be the linear space of all numerical sequences. Let P , Q, R. 
three family of seminorms defined as follows:

? = { P n |n € N } ,  P „ ( ( W  =  l€n|

Q = {g„| n € N}, gn ((&)fc) = max |&|
1 < K < n

^  =  {rn |n G N } , rn ( O ) - È l ^ l
* = i

Show that:
a) P , Q, P  satisfy the separation condition;
b) Q, P  are directed and P  is not directed;
c) The locally convex topologies defined by means of the families P, Q, 

P  coincide.
d) The locally convex topology defined at c) coincides to the product 

topology on sK =K N .
e) The space ,5'x equipped with the previous topology is a Fréchet space.
8. Let T  be a Hausdorff topological space and CK(T) the linear space of 

all continuous functions, x ; T  — > IK. . Show that the topology defined at 
the Exercisel coincides to the locally convex topology defined by the family 
of seminorms (pQ)qeJC(T), where

pQ (x) —sup |x(t)| 
tUQ

9. Let (X, T ) be a topological vector space locally bounded (i.e. there 
exists a r-bounded neighborhood of zero). Show that (X ,r) is metrizable. 
Considering the case of the space SK (Exercise?) show that, in general, a 
metrizable topological vector space is not locally bounded.

10. Show that sx is not normable.
11. Show that CK(T), 7' noncompact (Exercise 8) is not normable.
12. Show that the product of the family of normed space (X j)je j ,  Xj 

/  {0} is normable if and only if J  is finite.
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A ppendix  A

Equicont inuity

We notice that, as usually, a sequence (xn )n C CK([Ö,&]) is said to be point­
wise convergent if for each t € [a, 6], the numerical sequence (xn (t))n  is 
convergent in K; the sequence (xn )n  G CK([Û>̂ ]) is said to be uniform con­
vergent to the K-valued function x  defined on [a, b] if for each £ > 0, there 
is ne such that n > n£ implies |xn (t) — x(t)| < £, Vt G [a,b]. As the function 
x  is necessarily continuous, this is equivalent to the fact that the sequence 
(xn )n is convergent in the normed space (Cx([a,i>]), || • ||) (||x|| =  sup |x(t)|) 

t6|a,fc)
to x G CK([U, b]).

Definition. Let J 7 be a family of functions from a metric space (Af,d) to 
another metric space (A,/?). We say J 7 is an equicontinuous family at t if 
and only if for each £ > 0, there is 6e<t > 0 such that d(t,t ) < t implies 
p(x(t),x(t')) < £.
The family J 7 is said to be an equicontinuous family on M  if it is an equicon­
tinuous family at each t G M.

Theorem A.0.1 Let be (xn )n  a sequence of functions from one metric space 
to another with the property that the family T7 = (xn | nG  N} is equicontin­
uous. Suppose that (x„)n converges pointwise to x. Then, x  is continuous.
Theorem A.0.2 Let (xn )„ be a sequence of functions from one metric space 
(M,d) to another metric space with N complete such that the family 
T  = {xn I n G N} is equicontinuous. Suppose that (xn )n converges pointwise 
on a dense subset of M . Then (xn )n converges pointwise on M.

Definition. Let F  be a family of functions from a metric space (A/,d) to
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anothei m etiic space (A'./») We say /  is a uniformly t gun m ilin nous family 
if and only if for each ■ 0, t.hefe is <\ o 0 allth that. d(t I ) b implies 
p(j (/),./ (/ f) • -

T heorem  A .0.3  h it (■>'„)„ be. a sequence o f functions from, [ii,b| Io some 
nutrii: spate (A p) such that the fam ily J  |.r„ | n e U | z.s uniformly 
equit vntiniious. Iht a ( j ,i) n  converges wnijoi mlg on |u .h |.

We notice that the above theorems can be pioyed immediately by an t 
ai griment..

T h eorem  ?\.0.4 ( A sco l i 's  ttieovein) le t ht. a sequence of fuitc.l ion.; 
Jnnn [a, h\ to some ni.t ti n spart (i\',ft) sti.h that th fam ily J - {./„ | n •.
is uniformly hounded ami < pi tcoiiti immis. Jin a tin i< a subst quern e. ( i ,  ) > 
o / (/»)>. such that Coii.Veiye,; umjoi mly on

P roof. Ix't be a nnmbeiitig of the rationale Sim e | n < li J is
uniformly bounded, | j ‘n h/,n )| ' 1 has. by the dmgonahzatum ( 11< k,
we can find a subsequence with ('/nJ),,' conveiges as n > oo foi ca< h nt. 
By Theorem A.0.2, the sequence converges point wise everywhete and 
then, by iheorem  A 0.3, (.r,, ), conveiges umfoimlv.

R em ark. Ascoli’s theorem shows that a subset .1 of the Banach space 
(t’x|u, Aj, II • II ) is relative compact if it is bounded ,md eqim <>nt miiona.
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Appendix B

Weierstrass approximation 
theorems

We state here Weierstrass approximation theorems, used in our approach 
especially in the section concerning orthonormal bases .

T h eorem  B .0 .5  ( W e ie r s tra s s  approx im ation  theorem ) Ifx  is a complex 
(real) valued function which is continuous on [a, ft], then for every e > 0 there 
exists a polynomial p such that

|x(t) — p(t)| < £ for all t € [a, ft]

R em ark . The above theorem shows that the linear subspace of polynomials 
of the normed linear space (CK[0, 1], || • ||) is dense in (CR[0, 1], || • ||).

T h eorem  B .0 .6  ( W e ie r s tra s s  secon d  approx im ation  theorem). I fx  is 
a complex (real) valued function which is continuous on [—7F, 7r], and x (—ic) — 
= X (TT), then for every t  > 0 there exists a trigonometric polynomial

Tn (t) = c o s  + bj s ’n  JO 
j-o

such that
|z(t) -  Tn (t)| < £ for all t € [a, ft]
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A ppendix C

M easure spaces

Definition. A triple (X, A, m) is called a measure space if
i) (X, <¥) is a a-ring, i.e. X  is a family of subsets of the set X such that:

il) X G X] i2) C xB  € X , VB G X; i3) B n G X , for any countable 
family of sets (Bn )n € X  (n =  1,2,...).
ii) m  is a non-negative, cr-additive measure defined on X , i.e.

iil)) m(B) > 0, VB G A;
ii2) m (U ^i Bn ) = m(Bn ) for any disjoint sequence (Bn )„ G X.

Definition. A real- (or complex-) valued function x(s) defined on X is 
said to be X-measurable or, short, measurable if the following condition is 
satisfied: for any open set G C R (or C), the set x - 1 (G) belongs to X  (it is 
permitted that x(s) takes the value oo).

Definition. Let (X ,X ,m )  and (X ,X  , m ) be two measure spaces. We 
denote by X  X X  the smallest cr-ring of subsets of X x X which contains all 
the sets of the form B X B , where B G X , B' G X  . It is proved that there 
exists a uniquely determined non-negative measure m  defined on X  X X  such 
that

(m x m )(B x B ) =  m(B)m(B ).

m  x m  is called the product measure of m  and m .
A property pertaining to points s of X is said to hold m-almost every­

where (m-a.e.), if it holds for those s which form a set A G X  with m(/l) = 0.

Definition. Let X be a closed subset of Rn . The Borel subsets of X are 
the members of the smallest tr-ring B of subsets of X which contains every
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compact set of X . The non-negative Borel measure on X  is a non-negative, 
a-additive measure defined on B, such that the measure of every compact 
set is finite.

Example. (The Lebesgue measure) Suppose X  is the real line R or a closed 
interval of R. Define a function m  on the family of all countable unions of 
disjoint open intervals (which is just the family of open sets), by

(
oo \ oo
U  ( a "> fcn ) ) =  5 Z  ~  a " )  

n —1 /  n —1

This m  has a uniquely determined extension to a non-negative Borel measure 
on X , called the Lebesgue measure,

m (ß) =  inf{m(/) | B C I, 1 open} =  sup{rn(Ä') | K  C B, K  compact}

The Lebesgue measure in Rn  is obtained from the n-tuple of the one di­
mensional Lebesgue measures through the process of forming the product 
measure.

Theorem C.0.7 (L u z in 's  theorem) Let x be a real-valued function de­
fined on the Lebesgue measurable set A. Then x  is (Lebesgue) measurable if 
and only if for every E > 0, there is a closed subset Fe C A such that m(A \  
\F t ) < E and the function x  is continuous on Fs .

Further we shall define and give some results concerning the integral with 
respect to a certain non-negative measure.

Definition. A real- (or complex-) valued function x(s) defined on X  is 
said to be finitely-valued if it is a finite non-zero constant on each of a finite 
number, say n, of disjoint .V-measurable sets B} and zero on X  \  U =̂1 Bj. 
Let the value of x(s) on Bj be denoted by Xj. Then x  is m-integrable over 
X if 52"=i læjl < oo, and the value Y}"=1 Xj m(Bj) is defined as the 
integral of x  over X  with respect to the measure in, denoted by

/ x(s) dm(s), or, in short, / xdm
J  X  J  X

A real- (or complex-) valued function x(s) defined m-a.e. on X  is said to 
be m-integrable over X  if there exists a sequence (xn )n of finitely-valued
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integrable functions converging to x m-a.e. and satisfying Ve > 0, there is 
nE such that m, n > ns implies

J  kn(s) -  æm(s)| dm(s) < £

It is proved that, if the function x  is m-integrable in the sense of the 
above definition, a finite

lim n xn (s) dm(s)

exists and the value of this limit is independent of the choice of the appro­
ximating sequence (xn )„.

Definition. The integral of the function x  over X  with respect to the 
measure m  is defined by

x(s) dm(s) —lim xn (s)dm(s)

Notation. If (X ,X ,m )  is a measure space, the set of all m-integrable 
functions over X  is a linear space (with the usual sum and scalar multi­
plication), denoted by /^(X .m ); the linear space of equivalence classes of 
functions in £ ’(%, m) equal m-a.e. is denoted by L '(X ,m ).

The following crucial theorems hold:

Theorem C.0.8 (Monotone convergence theorem) I f x n € C [(X ,m ),

Ü < X] < x-2 < . . and x(s) =lim xH(.s),

then x £ ^ ( X ,  m) if and only if

lim [  
n Jx

|xn (s)|dm(s) < oo

and in that case
/ v M«) -lim x(s)| dm(s) — 0

and
lim n

[  |x„(s)|dm(s) =  [  |x(s)|dm(s) 
Jx Jx
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Theorem C.0.9 (Dominated convergence theorem) I f x n  € L l (X ,m ),

x(s) =lim x n (s),

m-a.e. and if there is g G L'Ç X jn) with |xn (s)| < g(s) m-a.e., for all n, 
then x  G L \X ,m )  and

lim /n Jx
— x(s)| dm(s) =  0

Theorem C.0.10 (F atou’s lemma) I f x n  G m), each xn (.s) > 0, and

lim inf 
n o°,

then
x(s) =liminf xn (s) G £ l (X ,m )

and
y* |x(s)|dm(ü) <liminf
x x

Theorem C.0.11 (F u b in i’s theorem) Let (X ,X ,rn ) and (X ' ,X ‘ ,m )  be 
two measure spaces, and m  X m the product measure of m and m . Let x 
be a measurable function on X  x X  . Then

< oo

if and only if
/  ' dm(s)J d m  V) < °°

and if one (and thus both) of these integrals is finite, then

d m \t)

Theorem C.0.12 Let [a, 6] a closed interval in R. For any Lebesgue inte­
grable function x(s), and e > 0, there is a continuous function ge on [a, 6| 
such that

/  k(a) -f/e(«)|djn(s) < e
J|a,h|
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Appendix D

Holomorphic functions

In the sequel, x  is a complex valued function defined on a open set D of C.

Definition. The function x  : D — > C has derivative at a € D if there 
exists

x(t) — x(a) 
t — a

The value of this limit is called the derivative of x  at a, written x  (a).

Definition. The function x : D — ♦ C is called holomorphic (analytic) if it 
posses a derivative wherever the function is defined.

Definition. A power series is of the form 5f,n>oa ntn , where the coeffi­
cients an and the variable t are complex. A Laurent series is of the form 
52n>-oo a ntn > where the coefficients an and the variable t are complex.

Theorem D.0.13 (A b e l's  theorem) For every power series Z}^=oa ni", 
there exists a number p € [0,oo], called the radius of convergence such that 
the series converges absolutely for every |i| < p. In |f| < p the sum of the 
series is an analytic function. The derivative can be obtained by termwise 
differentiation, and the derived senes has the same radius of convergence.

Theorem D.0.14 (Hadamard’s formula) The radius of convergence of a 
power series J2^>

= o an tn is given by

1
P ~  T. I jT hm sup |a n | n
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Theorem D.0.15 The function x  : I) — > C is holomorphic if and only if 
for each to € IT there exists a ball with center to and radius 6, B(to ,6) such 
that on this ball x  coincides to the sum of a power series,

oo

x(t) = £ u 7l( Z - t o )n , W G H ( O )  
n—0

For the holomorphic functions defined on

£l(to ,r ,R )  -  {t É B (to ,R ) \ r < t < R } ,

where 0 < r < R, we have the next result of global representation in Laurent 
series.

Theorem D.0.16 (Laurent ’s development theorem) Let x be an holo­
morphic function on il(to -,r, R). Then, there exists a (unique) Laurent se­
ries converging on a set that contains iî(to -, r, R) and that coincides to x on 
Qft0-,r,R),

OO

x(t) =  5?  an (t -  to)n , Vt G Sl(to ;r, R) 
n = —oo

Theorem D.0.17 ( L io u v i l le ’s theorem) Let x be a bounded holomorphic 
function defined on the whole complex C. Then, x  is necessarily constant.
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